cisco Design and Deployment Guide
The bridge to possible Cisco Public

Cisco HyperFlex with Red Hat
OCP and Kasten by Veeam for
Hybrid Cloud

Design and Deployment Guide



Published: February 2023

7

e,
CISCO

DESIGN

N

VALIDATED

In partnership with:

‘ RedHat

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

KASTeN

by Veeam

Page 2 of 214



About the Cisco Validated Design Program
The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and
documented to facilitate faster, more reliable, and more predictable customer deployments. For more

information, go to: http://www.cisco.com/go/designzone.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 3 of 214


http://www.cisco.com/go/designzone

Executive Summary

Hybrid cloud has become the de facto deployment and operating model in most Enterprises. In a study
conducted by 451 Research across 2500 organizations from around the globe, 82% of the IT decision makers
responded that they are already using a hybrid cloud model. Cloud computing from hyper-scalers such as
Amazon Web Services (AWS), Microsoft Azure and Google Cloud offer limitless scale and flexibility, but it also
comes with increasingly high costs, at times higher risk, leaving Enterprises with less control over their
business-critical applications and data. As a result, Enterprises are adopting a hybrid cloud strategy that allows
them to optimally use both on-prem and public cloud infrastructure to meet their computing needs.

Hybrid cloud model enables Enterprises to:

Leverage public cloud for specific use cases, for example, to meet short-term spikes in demand or for
disaster recovery (DR). Enterprises can reduce their CAPEX by not having to invest in under-utilized on-
prem resources by leveraging public cloud resources. However, any DR strategy that requires data
movement back to the Enterprise could get very costly as cloud providers charge considerably more for
moving the data out of the cloud than for moving data into the cloud.

Benefit from higher availability inherent in the hybrid cloud model. The Enterprise’s data center is now
distributed across different infrastructures in different geographical locations, one managed by the
Enterprise and the other by the cloud provider. As such, in most cases and if designed properly, a failure
in one location should only impact that location.

Accelerate innovation through increased agility as Enterprises can quickly spin up environments in the
public cloud to start their development efforts and still have the option to deploy the application on-prem
for testing or production where it might be easier to integrate into existing tools and processes. It also
allows them to retain control of their data.

Flexibility to select an optimal infrastructure and location that best meets their business needs. Each
organization will have unique costs, compliance, security, performance, and other requirements and it
helps to have more options.

Some of the common Enterprise use cases for hybrid cloud are:

« Enabling cloud-native environments anywhere, either on-prem or public cloud, with consistent life

cycle management across a hybrid infrastructure environment. Enterprises need this to accelerate their
application modernization efforts and for developing new applications. In production, the hybrid model
enables them to deploy some applications in the cloud while keeping others on-prem, or host
applications in both environments for redundancy, load-balancing and so on.

Development and Test (Dev/Test) where multiple teams in an application’s build/release cycle need
multiple infrastructure environments for development, testing, production and so on. For example,
organizations may start their initial development in the public cloud where they can quickly spin up an
environment, but then will deploy that application into production on-prem where they can easily access
backend data, tooling, and other resources.

Backup and recovery where the application resides either on-prem or distributed across both on-prem
and cloud, but the data is backed up in the cloud, with a second backup on-prem. Recovery in this case
can be to on-prem and/or cloud depending on the application. This can also be Backup and
restore/recovery to the same location as opposed to a different environment from where the original
backup was done.

Cloud bursting or data center extension where an application scales into the cloud to meet peak
demands or to enhance the on-prem application using Machine Learning or other data-intensive
computations running in the cloud.
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The solution presented in this document will address the first three of these use cases and deliver a
foundational cloud-native hybrid-cloud infrastructure with operational simplicity, ease of use, and data
management across a hybrid cloud deployment . It will enable developers and operators to quickly deploy
cloud-native workloads anywhere with consistent operational experience across on-prem and public cloud
environments. The solution is built using Cisco HyperFlex, Cisco Intersight, Amazon Web Services (AWS), and
Red Hat OpenShift Container Platform (OCP). The solution also uses VMware vSphere Container Storage
Interface (CSI) to dynamically provision persistent storage for stateful Kubernetes (K8S) workloads running on
Cisco HyperFlex. Kasten K10 by Veeam is used to protect the application data by providing capabilities for
Backup and Restore and Application Mobility from cloud to on-prem and vice-versa. Cisco Intersight
Workload Optimizer (IWO) is leveraged to ensure application performance, optimize resource usage, and
manage cloud costs in a hybrid cloud deployment. The on-prem infrastructure deployment is automated using
Red Hat Ansible to provide Infrastructure as Code (laC) that can be integrated into existing CI/CD pipelines or
other automation to accelerate deployments.
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Solution Overview
This chapter contains the following:

o Audience

o Purpose of this Document
« What’s New in this Release?

e Solution Summary

Hybrid architectures are complex and challenging, and ad-hoc deployments that often occur organically in many
Enterprises, only add to that challenge, increasing the risk and cost for Enterprises. To address this, Enterprises
need a hybrid cloud strategy and architecture that can deliver an agile, responsive infrastructure to its users to
power new applications and innovations. The solution presented here can serve as a foundational hybrid-cloud
reference architecture for Enterprises, with the simplicity, agility, and operational consistency that IT and Dev-
Ops need.

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT teams, partners, and customers who are working on or interested in designing and
deploying Cisco’s Hybrid Cloud solutions.

Purpose of this Document

This document is a Cisco Validated Design (CVD) for a Cisco hybrid cloud infrastructure solution for cloud-
native workloads. The document provides the end-to-end design with detailed procedures for implementing the
solution across a Cisco data center and public cloud. Information about the hardware and software components
used to validate the solution in Cisco’s internal labs is also provided.

What’s New in this Release?

This is the second hybrid cloud solution from Cisco with Cisco HyperFlex and Red Hat OCP. At a high level, the
solution delivers a simple, flexible, and scalable infrastructure for an Enterprise’s cloud-native efforts, enabling
workloads to be deployed anywhere from on-prem to a public cloud. The solution supports the following hybrid
cloud use cases:

o Enable cloud-native environments anywhere with consistent management
e Development and Test
o Backup and Restore to same location
o Application Mobility between on-prem and public cloud
Other capabilities in this release of the solution are:
« Support for Kasten K10 by Veeam (5.5.4)
e Support for VMware vSphere 2.4.1
« Support for Cisco HyperFlex release 5.0(2a)
o Support for Red Hat OpenShift Container Platform (OCP) 4.10
o Cisco Intersight for consistent, centralized operations across a hybrid environment

« Red Hat Hybrid Cloud Console and OpenShift cluster console for consistent, centralized K8S management
across a hybrid environment
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o Application performance monitoring with cloud cost management and resource optimization using Cisco
Intersight Workload Optimizer (IWO) to ensure the performance of containerized applications in a hybrid
deployment.

o |laC using Red Hat Ansible for the automated deployment of on-prem compute, storage, and networking

o Automated Install of Red Hat OCP on HyperFlex Virtual Server Infrastructure (VSI) and on AWS EC2
instances using Installer Provisioned Infrastructure (IPl) method

Solution Summary

This solution provides a foundational reference architecture for a hybrid cloud infrastructure solution. The
solution enables Enterprises to deploy and develop cloud-native applications anywhere, with consistent
management and operational experience for both developers and IT Operations/Dev-Ops teams. The solution
also supports two common hybrid cloud use cases, namely Backup and Restore and Dev/Test as outlined
earlier.

A hybrid cloud, by definition, is a cloud-computing architecture consisting of at least one on-prem location, a
public cloud, and a secure network that interconnects the two locations. This solution delivers a hybrid cloud
using a combination of Cisco, Red Hat, and AWS products and technologies as outlined below.

« Cisco HyperFlex standard clusters provide Enterprise-class software-defined compute, storage, and
server networking for the on-prem Enterprise data center. Cisco HyperFlex delivers operational simplicity
and agility without compromising scale, performance, or flexibility.

« Cisco Intersight provides cloud-based infrastructure management with centralized visibility and
operations for all HyperFlex, Cisco UCS, and supported third-party infrastructure that an Enterprise has
located anywhere across the globe, from edge locations to Enterprise data centers. Intersight’s SaaS
delivery model enables IT teams to benefit from the continuous delivery of innovations and features
without having to life cycle manage the management platform. Integration of vCenter, AWS, and OCP
nodes in Intersight enables full-stack visibility, monitoring, and resource optimization.

o Cisco Networking using on-prem CSR 1000v and AWS Transit Gateways provides secure hybrid cloud
connectivity.

« Red Hat OpenShift Container Platform provides a highly secure, Enterprise-class Kubernetes
orchestration platform with development and operational tools that simplify cloud-native efforts. OCP also
delivers a consistent operational experience across both on-prem and public cloud.

« Red Hat Hybrid Cloud Console provides cloud-based centralized management of OCP clusters
distributed across on-prem and public clouds in a hybrid deployment. The OCP clusters in the solution,
hosted on HyperFlex VS| and AWS, are also deployed from the Red Hat Hybrid Cloud Console.

« VMware vSphere CSI enables dynamic provisioning of persistent storage for cloud-native workloads
hosted on Cisco HyperFlex VSI and using Cisco HyperFlex as the underlying storage.

« VMware vSphere provides the virtualization on HyperFlex infrastructure. OCP clusters are deployed on
VMs on HyperFlex and EC2 instances on AWS.

« Kasten K10 by Veeam is purpose built for Kubernetes and provides cloud-native data management and
protection that is easy to use, secure and scalable. It enables critical data protection capabilities in the
solution such as application backup/restore, application mobility, and disaster recovery for Kubernetes
applications across hybrid cloud deployments.

« Cisco Intersight Workload Optimizer ensures application performance with real-time analytics and
automated decision-making that can adapt to changes real-time through actions that move workloads,
add compute and memory resources and so on. IWO continuously monitors components and resources to
optimize resource usage and manage cloud-costs with full-stack visibility across a hybrid deployment.
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« Infrastructure as Code using Red Hat Ansible automates the deployment of on-prem hyperconverged
infrastructure, and networking to speed up deployment and for integration into existing Enterprise
automation and/or CI/CD pipelines.

The end-to-end solution was validated in Cisco’s internal labs with Cisco and partner recommended best
practices in place.
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Technology Overview
This chapter contains the following:

o Cisco HyperFlex
« Kasten K10 by Veeam

o Cisco Intersight
o Red Hat OpenShift Container Platform (OCP)
o Amazon Web Services (AWS)

« Cisco Intersight Workload Optimizer (IWO)
« Red Hat Ansible

These components are interconnected across a hybrid cloud environment and configured using best practices
from both Cisco and Red Hat to deliver an Enterprise-class hybrid-cloud solution for cloud-native applications
and workloads. The solution also uses Cisco networking solutions, Cisco Application Centric Infrastructure (ACI)
and IPsec VPN to provide on-prem and hybrid cloud connectivity, respectively. The solution provides simplicity,
agility, flexibility, scalability, and performance to meet Enterprise needs with consistent operations and
management across a hybrid environment. The upcoming sections provide a summary of the key features and
capabilities available in these components.

Cisco HyperFlex

Cisco HyperFlex is a highly flexible, resilient, and scalable hyper-converged virtual server infrastructure (VSI)
platform capable of supporting an organization’s most mission critical and performance-intensive workloads,
both traditional and cloud-native. Cisco HyperFlex systems with Intel Xeon Scalable processors are certified as
an Intel Select Solution for Hybrid Cloud deployments. Cisco HyperFlex provides software-defined infrastructure
with software-defined computing and storage enabled by Cisco Unified Computing System (Cisco UCS) servers
and Cisco HyperFlex Data Platform (HXDP) software. HyperFlex systems can be deployed and managed from
the cloud using Cisco Intersight to quickly deliver software-defined compute and storage to any location within
the Enterprise. Cisco Intersight offers centralized management of all HyperFlex systems (and Cisco UCS) with a
comprehensive set of features and capabilities to simplify and ease operations.

Cisco HyperFlex is engineered for data integrity, reliability, and availability to ensure business continuity and
data protection. Cisco HyperFlex provides Enterprise-class shared storage with data services such as:

« Replication based on the replication factor configured, stripes and replicates data across nodes in the
cluster to protect against single or multi-component failures.

« Native replication replicates data to other clusters for backup or disaster-recovery purposes. Each node
participates in the data transfer, minimizing the performance impact.

« Synchronous replication in HyperFlex stretch clusters maintains data in two locations at the same time to
enable failover from one location to the other with zero Recovery Point Objective (RPO) and very short
Recovery Time Objective (RTO).

« Data deduplication is always on to reduce storage capacity which on virtualized clusters with virtual
machines running multiple instances of an operating system, often the same, results in large amounts of
replicated data.

« Data compression further reduces storage requirements, lowering costs. HyperFlex uses a log-
structured file system that is designed to store variable-sized blocks, reducing internal fragmentation.
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o Thin provisioning allows large data volumes to be created without requiring actual storage until it is
needed so that storage capacity isn’t being reserved without being used.

« Fast, space-efficient clones rapidly replicate storage volumes so that virtual machines can be replicated
simply through metadata operations, with actual data copied only for write operations.

« Data protection API enables enterprise backup tools to access data volumes for consistent per-VM
backup operations.

Cisco HyperFlex Data Platform (HXDP)

The foundation for Cisco HyperFlex systems is the Cisco HyperFlex Data Platform software that runs on each
node in a Cisco HyperFlex cluster. Cisco HyperFlex Data Platform is a purpose-built, high-performance, log-
structured, scale-out file system with enterprise-class storage features. The HXDP software runs on Cisco
HyperFlex (HX-series) nodes to create a highly available cluster. Each Cisco HyperFlex server/node includes a
Cisco HyperFlex Data Platform controller or Storage Controller Virtual Machine (SCVM) that implements the
scale-out and distributed file system using internal flash-based SSDs, NVMe storage, or a combination of
NVMe, flash-based SSDs and high-capacity HDDs to store data. The distributed controller design prevents the
controller from becoming a bottleneck, unlike many Enterprise storage systems. Each controller assumes direct
control of all drives on a node via PCI passthrough and communicates with other controllers over 10 or 40 GbE
to aggregate all available capacity across all nodes into a single pool of storage. As nodes are added, the
cluster scales linearly to deliver computing, storage capacity, and 1/O performance.

Each Cisco HyperFlex node also run IOvisor as a software VIB (SCVM client) inside the hypervisor to enable
access to the datastores presented by the HyperFlex storage cluster. HyperFlex provides both high-
performance and resiliency as the stored data is distributed across all nodes and all nodes participate in serving
I/0O.

Cisco HyperFlex provides several hardware configuration options. Enterprises can customize the Cisco
HyperFlex server configuration as needed to meet business and workload requirements.

For more detalls on Cisco HyperFlex Data Platform software archltecture and design, see:

paper-c11- 736814 html

Cisco HyperFlex Design Options

Cisco HyperFlex offers enterprise-class features and performance with distributed, scale-out storage and
operational simplicity for an Enterprise’s cloud-native efforts in a hybrid environment. Some additional factors
that make HyperFlex particularly well-suited as a hybrid cloud platform are:

o Flexibility

Cisco HyperFlex supports modern and traditional business-critical Enterprise applications with GPU
acceleration, flexible choice of processors (Intel, AMD), disk capacity and type, network bandwidth and
interface type, form factor, and storage. Virtual Machines and containers running on Cisco HyperFlex can
leverage HyperFlex storage using NFS and HX CSI, respectively. Cisco HyperFlex can also provide iSCSI
storage to external iISCSI clients such as Windows servers, Linux servers, and so on. Cisco HyperFlex can
integrate into existing environments; VMs running on Cisco HyperFlex can mount existing Enterprise
storage using NFS, iSCSI, or FC. Cisco HyperFlex systems can also connect to existing Cisco UCS Fls
with other Cisco UCS server platforms.
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Cisco HyperFlex is also a very flexible, adaptable, and scalable platform that can be deployed anywhere
from Enterprise data centers to edge locations with centralized deployment and management from Cisco
Intersight. It is available in multiple configuration options such as HX edge and stretched cluster to

support different Enterprise use cases.
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Cisco HyperFlex with support for multiple drive (Hybrid, All-Flash, NVMe) and node types (HX220, H240)
can independently scale compute and storage. The cluster can also be expanded incrementally, one node
at a time, with linear performance.
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¢ Scalability

At the time of writing this document, a HyperFlex cluster can start with as few as 2-nodes in a Cisco
HyperFlex edge cluster and expand up to 96 nodes in a single cluster using a combination of converged
and compute-only nodes. The flexibility to independently scale compute and storage allows Enterprises to
tune the cluster performance to meet workload requirements using a combination of CPU, memory, GPU
acceleration, and storage. A 4-node, 2RU HyperFlex system with 15TB NVMe drives and 16 x 256GB
DIMMs can provide over a petabyte of storage capacity and 4TB of memory, respectively.
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The Cisco HyperFlex platforms also offer multiple network interface options with speeds of 1-, 10-, and
25-Gbps on the edge platforms and 10-, 25-, 40-, and 100-Gbps on core data center platforms.

Security

Security is an integral part of Cisco HyperFlex and has several security features:

- Data-at-Rest-Encryption with self-encrypting drives (SED) with Enterprise key management software
using local passphrase or remote key management.

o Native Software Encryption of filesystem built into Cisco HyperFlex with key management through
Cisco Intersight

- Security Baseline System Checks is part of HyperFlex Health Check capabilities in Cisco Intersight

- Secure CLI/Shell reduces attack surface by limiting commands and access via SSH to ‘admin’ user only.

> Secure Boot verifies the trustworthiness of ESXi hypervisor by chaining each stage of boot with a
hardware root of trust provided by the Cisco Trust Anchor Module

- Security Hardened APIs with support for Secure Technical Implementation Guides (STIGs) for all
vSphere components

For more information, see: Cisco HyperFlex - Hyperconverged Infrastructure (HCI) on cisco.com

Cisco UCS Servers

A standard Cisco HyperFlex cluster requires a minimum of three HX-Series converged nodes with compute and
storage. Data is replicated across at least two of these nodes, and a third node is required for continuous
operation in the event of a single-node failure. Each node that has disk storage is equipped with at least one
high-performance SSD drive for data caching and rapid acknowledgment of write requests. Each node also is
equipped with additional disks, up to the platform’s physical limit, for long term storage and capacity.

Cisco HyperFlex servers come in multiple form-factors (1RU, 2RU) with a range of Intel and AMD processor,
memory, and drive options. For a complete list of server options and specifications, see:
https://www.cisco.com/c/en/us/products/hyperconverged-infrastructure/hyperflex-hx-
series/index.html#~models

The servers in the solution are equipped with Cisco VIC 1387 mLOM Interface cards.

The mLOM slot is used to install a Cisco VIC without consuming a PCle slot, which provides greater I/O
expandability. It incorporates next-generation converged network adapter (CNA) technology from Cisco,
providing investment protection for future feature releases. The card enables a policy-based, stateless, agile
server infrastructure that can present up to 256 PCle standards-compliant interfaces to the host, each
dynamically configured as either a network interface card (NICs) or host bus adapter (HBA). The personality of
the interfaces is set programmatically using the service profile associated with the server. The number, type
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(NIC or HBA), identity (MAC address and World Wide Name [WWN]), failover policy, adapter settings,
bandwidth, and quality-of-service (QoS) policies of the PCle interfaces are all specified using the service
profile.

The Cisco UCS VIC 1387 Card is a dual-port Enhanced Quad Small Form-Factor Pluggable (QSFP+) 40-Gbps
Ethernet, and Fibre Channel over Ethernet (FCoE)-capable PCI Express (PCle) modular LAN-on-motherboard
(mLOM) adapter installed in the Cisco UCS HX-Series Rack Servers. The Cisco UCS VIC 1387 is used in
conjunction with the Cisco UCS 6332 or 6332-16UP model Fabric Interconnects.

Figure 1. Cisco VIC 1387 mLOM Card

Cisco UCS Fabric Interconnect

The Cisco UCS Fabric Interconnect (Fl) is a core part of the Cisco Unified Computing System, providing both
network connectivity and management capabilities for the system. Depending on the model chosen, the Cisco
UCS Fabric Interconnect offers line-rate, low-latency, lossless 10 Gigabit, 25 Gigabit, 40 Gigabit, and 100
Gigabit Ethernet connectivity. Cisco UCS Fabric Interconnects provide the management and communication
backbone for Cisco UCS and Cisco HyperFlex series Servers. All servers and chassis attached to the Cisco UCS
Fabric Interconnects become part of a single, highly available management domain, and provides LAN
connectivity to all servers within a Cisco UCS domain. The product family supports Cisco low-latency, lossless
Ethernet unified network fabric capabilities, which increase the reliability, efficiency, and scalability of Ethernet
networks. The Fabric Interconnect supports multiple traffic classes over the Ethernet fabric from the servers to
the uplinks.

There are several models of Cisco UCS Fabric Interconnects. A pair of Cisco UCS 6332 Fabric Interconnects are
used in this design.

Cisco UCS 6332 Fabric Interconnect

The Cisco UCS 6332 Fabric Interconnect is a one-rack-unit (1RU) 40 Gigabit Ethernet and FCoE switch offering
up to 2560 Gbps of throughput. The switch has 32 40-Gbps fixed Ethernet and FCoE ports. Up to 24 of the
ports can be reconfigured as 4x10Gbps breakout ports, providing up to 96 10-Gbps ports. Cisco HyperFlex
nodes use a 40GbE VIC adapter in order to connect to a Cisco UCS 6300 Series Fabric Interconnect.

Figure 2. Cisco UCS 6332 Fabric Interconnect
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b

Other models of Cisco UCS Fabric Interconnects include the Cisco UCS 6500 and 6400 series in addition to the
Cisco UCS 6300 series. Table 1 lists some key differences between these three Cisco UCS Fl series.
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Table 1. Cisco UCS Fabric Interconnect Models
Cisco UCS Fabric UCS 6500 Series UCS 6400 Series UCS 6300 Series
Interconnects
Port Density 36 54 or 108 32-40GbE -or-

24 x 40GbE and 16 x 1- and 10GbE
Port Speeds 1/10/25/40/100-Gbps 1/10/25/40/100-Gbps 1/10/40-Gbps

Ethernet or FCoE Ethernet or FCoE

Throughput Up to 7.42 Tbps - 6454: Up to 3.82 Tbps Up to 2.56-Tbps

- 64108: Up to 7.42
Tbps

VMware vSphere Container Storage Interface (CSl)

Container Storage Interface (CSI) framework enables Kubernetes clusters to consume storage from storage
back ends that implement the CSl interface for persistent storage. To use CSIl-compatible storage back end in
OpenShift, Openshift deploys several control plane components in CSI architectural specification and the
storage vendors provides the CSI drivers required to interface with the storage back end. A high-level overview
of the CSI components running in an OCP cluster is shown in Eigure 3.

Figure 3. OpenShift CSI Architecture
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Multiple CSI drivers for different storage back ends can run simultaneously on an OpenShift cluster. However,
each driver will need its own external controller, deployment, and daemon set.

Red Hat OCP installs certain CSI drivers by default, one of which is the VMware vSphere CSI used in this

solution.
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VMware vSphere CSl is an out-of-tree container-based Kubernetes storage plugin that enables stateful
container workloads to dynamically request persistent storage through integration with VMware vCenter.
vSphere CSI plugin is supported in Red Hat OpenShift as of OCP 4.9 using VM Hardware version 13 or later.
The plugin runs in a native Kubernetes cluster deployed in vSphere and can provision persistent volumes using
VMware vSphere CSI driver for Virtual Machine Disk (VMDK) volumes.

To create CSI-provisioned persistent volumes (PVs) that mount to vSphere storage assets, OpenShift Container
Platform, after this feature is enabled, installs the vSphere CSI Driver Operator and the vSphere CSI driver by
default in the openshift-cluster-csi-drivers namespace.

« vSphere CSI Driver Operator: After being enabled, the Operator provides a storage class, called thin-csi,
that can be used to create persistent volumes claims (PVCs). The vSphere CSI Driver Operator supports
dynamic volume provisioning by allowing storage volumes to be created on-demand, eliminating the need
for cluster administrators to pre-provision storage.

« vSphere CSl driver: The driver enables you to create and mount vSphere PVs.

VMware vSphere CSI also supports volume snapshots to help protect against data loss on Red Hat OpenShift.
Previous non-CSl versions of the vSphere driver did not support volume snapshots. Volume snapshots are also
building blocks for enabling application-level storage backup solutions such as Kasten K10 by Veeam used in
this solution. Red Hat OCP provides a snapshot controller in the control plane, with VMware providing the CSI
snapshot sidecar as a helper container that is installed during the OCP install process. The snapshot controller is
deployed by the CSI Snapshot Controller Operator that runs in the openshift-cluster-storage-operator
namespace.

[administrator@ocp-installer ocplll$ oc project openshift-cluster-storage-operator
Now using project "openshift-cluster-storage-operator" on server "https://api.ocpll.hc.com:6443".
[administrator@ocp-installer ocpll]$ oc get pods

NAME READY  STATUS RESTARTS  AGE
cluster-storage-operator-7b66cS57f87-c2jdw 1/1 Running @ 1@d
csi-snapshot-controller-7cdddécc?c-j1jmd 1/1 Running @ 10d
csi-snapshot-controller-FedddeocTc-zhxdt 1/1 Running @ lad
csi-snapshot-controller-operator-dFbed8cd4-29vpy 1/1 Running @ lad
csi-snapshot-webhook-5f354b5554-hv7lg 1/1 Running @ 10d
csi-snapshot-webhook-5f954b5554-n1c9d 1/1 Running @ 1@d
vsphere-problem-detector-operator-5bf96bb49-vddsn  1/1 Running @ 1ed

[administrator@ocp-installer ocpll]$

[administrator@ocp-installer ocpll]$ oc get pods

MAME READY  STATUS RESTARTS AGE
vmware-vsphere-csi-driver-controller-976f78bSc-7m67r  9/9 Running 4 (6d ago) led
vmware-vsphere-csi-driver-controller-976f78b5c-rbmlz 9/9 Running @ 10d
vmware-vsphere-csi-driver-node-6glbv EVE) Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-node-énmkz 3/3 Running 1 (2d1Bh ago)  2d18h
vmware-vsphere-csi-driver-node-b49bt EWE) Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-node-cfjtr 3/3 Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-node-féxnw 3/3 Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-node-ggms4 EVE) Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-node-k5v3z 3/3 Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-node-rhndr EWE] Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-node-x5tjj 3/3 Running 4 (1@d ago) 11d
vmware-vsphere-csi-driver-operator-5565c978d5-r8z49 1/1 Running @ 1ed
vmware-vsphere-csi-driver-webhook-683cdd47f4-89nmL 1/1 Running @ led

[administrator@ocp-installer ocpll]$

Kasten K10 by Veeam

Kasten K10 is an enterprise-grade, secure data management platform that Enterprises can deploy to protect
their Kubernetes workloads. Kasten K10 can be used for:
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« Backup/restore to protect cloud native applications and business critical data.
« Disaster recovery to manage backups replicated off-site to meet business and regulatory requirements.

« Application mobility to move applications between clouds and on-premises for test/dev, load balancing
and upgrades.

For cloud-native applications, Kubernetes provides resiliency and scale but protecting the data for stateful
workloads (for example, database) requires functionality not available in Kubernetes itself. Cloud-native
applications using microservices and containers are also fundamentally different from earlier architectures in
that components are frequently added, rescheduled, or removed, resulting in a very dynamic environment and
requires a data protection platform that natively understands this architecture to dynamically detect and protect
applications and their data.

Kasten K10 is purpose-built for Kubernetes with a deep understanding of cloud-native application design and
dependencies, enabling it to effectively co-ordinate backup operations in an application-aware fashion. Kasten
K10 protects the complete application stack and provides a solution with unparalleled operational simplicity and
ease that makes it easy for both developers and operations teams to deploy and use via a web-based
management portal or through Kubernetes-native API/CLI. Kasten K10 also provides comprehensive end-to-
end security with encryption and ransomware protection. Kasten K10 data management platform supports both
relational and No-SQL databases (for example, Cassandra, MongoDB, Kafka) and seamlessly integrates with
various Kubernetes distributions (for example, OpenShift, Rancher), storage vendors (for example, NetApp, Pure
Storage), in both on-prem and public cloud (for example, AWS, Google, Azure) and security solutions that
further harden the solution and protect the data.

In this CVD solution, Kasten K10 is used to protect the Enterprise applications in a hybrid cloud deployment,
running on Red Hat OCP clusters and using Cisco HyperFlex VSI on-prem and AWS in the public cloud as the
underlying infrastructure. Kasten K10 is also used in this solution to support application mobility for the Dev/Test
use case where an application that is developed and tested in the public cloud is then moved on-prem for
staging and production using the on-prem HyperFlex storage. Kasten K10 enables application migration from
different public clouds to on-prem infrastructure with ease, simplicity and seamless data conversion between
the infrastructure formats while ensuring data security by encrypting the migration data in transit and at rest.

For more information, see: https://www.kasten.io/product/.

Cisco Intersight

As applications and data become more distributed from core data center and edge locations to public clouds, a
centralized management platform is essential. IT agility will be a struggle without a consolidated view of the
infrastructure resources and centralized operations. Cisco Intersight provides a cloud-hosted, management and
analytics platform for all Cisco HyperFlex, Cisco UCS, and other supported third-party infrastructure deployed
across the globe. It provides an efficient way of deploying, managing, and upgrading infrastructure in the data
center, ROBO, edge, and co-location environments.
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Cisco Intersight provides:

No Impact Transition: Embedded connector (Cisco HyperFlex, Cisco UCS) will allow customers to start
consuming benefits without forklift upgrade

SaaS/Subscription Model: SaaS model provides for centralized, cloud-scale management and
operations across hundreds of sites around the globe without the administrative overhead of managing
the platform.

Enhanced Support Experience: A hosted platform allows Cisco to address issues platform-wide with the
experience extending into TAC supported platforms

Unified Management: Single pane of glass, consistent operations model, and experience for managing all
systems and solutions

Programmability: End to end programmability with native API, SDK’s and popular DevOps toolsets will
enable customers to deploy and manage the infrastructure quickly and easily.

Single point of automation: Automation using Ansible, Terraform and other tools can be done through
Intersight for all systems it manages.

Recommendation Engine: Our approach of visibility, insight and action powered by machine intelligence
and analytics provide real-time recommendations with agility and scale. Embedded recommendation
platform with insights sourced from across Cisco install base and tailored to each customer

In this solution, Cisco Intersight unifies and simplifies the hybrid cloud operations of Cisco HyperFlex clusters
wherever they are deployed. The life cycle management capabilities that Intersight offers specifically for Cisco
HyperFlex systems are shown below.
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o Deploy Cisco HyperFlex standard/data center cluster including DC-no-Fl configurations, and edge
clusters.

o Full-stack upgrade of a Cisco HyperFlex cluster from Cisco HyperFlex/Cisco UCS server firmware, HXDP
software to VMware vSphere.

« Monitor the status of all actions initiated via Cisco Intersight (for example, HyperFlex install).
o Get security alerts and software advisories with recommendations, alarms, and other notifications.

¢ Detailed hardware and software component inventory for each system, including hosts, virtual machines,
data stores, disks, and encryption key management.

« Storage management through features such as create, delete, mount, and unmount data stores.

» Tools for Hardware Compatibility Checks, capacity planning, monitoring storage performance (IOPs,
throughput latency), and health checks.

¢ Launch vKVM, Cisco UCS Manager, and HyperFlex Connect to access individual cluster management
tools.

o Support cases that will be populated with serial numbers of servers in the clusters.

o Customizable dashboard with pre-configured widgets to view the information that is of interest to the
administrator.

For more information, go to the Cisco Intersight product page on cisco.com.

Red Hat OpenShift Container Platform (OCP)

Enterprises are modernizing their applications using scalable, cloud-native architectures and technologies such
as containers and micro-services that can run anywhere, from private to public to hybrid clouds. Kubernetes
(K8s) is an open-source orchestration system that automates the deployment, scaling, and management of
containerized applications. Kubernetes is a project within Cloud Native Computing Foundation (CNCF); it is the
de facto industry standard for container orchestration. Kubernetes projects have over 3 million contributions
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from a large open-source community that includes companies such as Red Hat, Cisco and Kasten/Veeam.. Red
Hat is also one of the top contributors to the Kubernetes project.

Red Hat OpenShift

Red Hat OpenShift is a commercially packaged product derived from upstream open-source Kubernetes.
OpenShift goes beyond standard Kubernetes to provide a to provide a broader cloud-native ecosystem of tools
and extensions that make it easier to design, develop, test, and operate a cloud-native environment. OpenShift
provides extensions such as built-in security, a user-friendly dashboard, integrated image registries, an
embedded operator hub, and integrated CI/CD pipelines. It is a secure Enterprise platform with certified third-
party integrations, testing, and support from Red Hat.

Red Hat OpenShift is a suite of three products:
« OpenShift Kubernetes Engine (OKE)
o OpenShift Container Platform (OCP)
¢ OpenShift Container Platform Plus

Each product includes an Enterprise-class container orchestration system bundled with different value-added
components as shown in Figure 4.

Figure 4. Red Hat OpenShift Product Suite
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Note: This CVD uses Red Hat OpenShift Container Platform, but Enterprises can also Red Hat OpenShift
Container Platform Plus to leverage advanced capabilities.

Red Hat OpenShift Container Platform

Red Hat OCP is a secure, enterprise-class, Kubernetes platform for building, deploying, and managing cloud-
native environments and applications across a hybrid cloud. OCP provides enterprise-grade Kubernetes but
with developer-focused (for example, a developer console, service mesh) and operational (for example, log and
cost management, CI/CD pipelines, GitOps) capabilities and tools to support an Enterprise’s cloud-native
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efforts. Red Hat OCP uses Red Hat Enterprise Linux CoreOS (RHCOS) as a foundation for running and managing
containers using container technologies such as CRI-0 and runc. OCP is designed to provide consistent
developer and operator experience across a hybrid environment.

Some of the capabilities in Red Hat OCP include:

« Automated deployment of OCP clusters on-prem (bare metal, VMware vSphere, Red Hat
OpenStack Platform, Red Hat Virtualization) and in public clouds (Amazon Web Services, Google Cloud
Platform, IBM Cloud, Microsoft Azure).

« Automated upgrades of OCP clusters with over-the-air upgrades using web console or OpenShift CLI
(oc)
« Add services with push-button ease - Once a cluster is deployed, Red Hat OpenShift uses Kubernetes

Operators to deploy additional capabilities and services on the cluster. Red Hat and community supported
operators are available in the embedded Operator Hub and can be deployed with the click of a button.

o Multi-cluster management using Red Hat’s cloud-based Hybrid Cloud Console or enterprise-managed
Advance Cluster Management (ACM) provides a consolidated view of all clusters, with the ability to easily
access and use other K8s technologies and services. OCP clusters can also be individually managed
using a web-based cluster console or APlIs.

« Persistent storage support - OCP provides support for a broad range of eco-system storage partners
including the Cisco HyperFlex storage used in this solution.

o Scalability - OCP can scale to thousands of instances across hundreds of nodes in seconds as needed.

« Automate container and application builds, deployments, scaling, cluster management, and more with
ease.

« Self-service provisioning - Developers can quickly and easily create applications on demand with the
tools they use most, while operations retain full control over the entire environment.

« Source-to-image deployment - OCP provides a toolkit and workflow for producing ready-to-run images
by injecting source code into a container and letting the container prepare that source code for execution.

For more information, see: Red Hat OpenShift Container Platform product page on redhat.com.

Red Hat Hybrid Cloud Console

Red Hat Hybrid Cloud Console is a centralized, SaaS-based management console for managing multiple OCP
clusters. It is used in this solution to provide consistent container management across a hybrid environment. The
SaaS model enables Enterprises to develop, deploy, and innovate faster across multiple infrastructures and
quickly take advantage of new capabilities without the overhead of managing the tool. The console gives
Enterprises more control and visibility as environments grow and scale. The Hybrid Cloud Console also provides
tools to proactively address issues, open and manage support cases, manage cloud costs, subscriptions, and
so on.

For more information, see: Red Hat Hybrid Cloud Console product page on redhat.com

Consumption Models

Red Hat OpenShift is available as a managed service by Red Hat and cloud providers or as self-managed
service where the Enterprise manages and maintains the OCP cluster. Unlike other managed Kubernetes
services, including ones offered by the public cloud providers, Red Hat OCP managed and hosted on the same
public provider environments provides support for the full-stack rather than just Kubernetes, with consistent
experience across the hybrid cloud environment. Red Hat OpenShift is a complete, production-ready application
platform with additional services such as CI/CD pipelines, monitoring, security, registry, service mesh, and
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more. included on top of upstream Kubernetes. The managed cloud-hosted services include Red Hat OpenShift
Service on AWS, Microsoft Azure Red Hat OpenShift, Red Hat OpenShift Dedicated on Google Cloud or AWS,
and Red Hat OpenShift on IBM Cloud.

Installation Options

The Red Hat OpenShift Container Platform installer can install and deploy a cluster using either Installer-
Provisioned infrastructure (IPl) or the User-Provisioned infrastructure (UPI) methods.

#* Recommended

7~ @
R/ ()
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Deploy an OpenShill cluster an Deploy an Openshift cluster on
infrastructure that the installation infrastructure thal you prepare and

program provisions and the cluster maintain.

maintains.

The IPI installation is a prescriptive approach, but it is the quickest way to deploy a cluster. The install
implements best practices and is fully automated. The install takes approximately 45minutes and can be
deployed with minimal understanding of the underlying infrastructure. In the UPI method, the administrator is
responsible for loading the operating system (RHCOS, RHEL) and bringing up the different nodes (for example,
bootstrap, master, worker) in an OCP cluster.

IPI UPI
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In on-prem environments, a third option, Assisted Installer, is also supported where the user provisions and
maintains the infrastructure but with step-by-step guidance from the installer.

The installation mechanisms offer either the default install or customizations. For example, IPI Install on AWS can
deploy a cluster in a restricted or private network, existing virtual private cloud (VPC), government, or top-
secret region, with network customizations or a fully custom install where the installer still provisions the
infrastructure.

The Red Hat OCP installer is flexible and provide several options for deploying a cluster in a variety of
infrastructure environments. The Hybrid Cloud Console supported environments at the time of writing of this
document are:

o On-prem (Bare Metal, Virtual, Private cloud)
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Note: For a complete list of all environments supported using the IPl and UPI installation methods, please
refer to the Red Hat OCP documentation for a given release.

Red Hat Enterprise Linux CoreOS (RHCOS)

RHCOS is a lightweight, container-specific operating system, specifically designed for running container
workloads. It is based on the secure, enterprise-grade Red Hat Enterprise Linux (RHEL). RHCOS is the default
operating system on all Red Hat OCP cluster nodes, and the only operating system supported on control/master
nodes. The automated IPI installation method deploys RHCOS on all cluster machines, including
compute/worker nodes though RHCOS and RHEL are supported. RHCOS is tightly controlled, allowing only a
few system settings to be modified using the Ignition configuration files. RHCOS is designed to deploy an OCP
cluster with minimal user configuration and once the cluster is deployed, the cluster will fully manage the
RHCOS subsystem.

RHCOS includes:
« Ignition - for initial bootup configuration and disk related tasks on OCP cluster nodes
¢ CRI-0O - Container Engine running on OCP cluster nodes
o Kubelet - Kubernetes service running on OCP cluster nodes
o Set of container tools

Ignition serves as a first boot system configuration utility for initially bringing up and configuring the nodes in the
OCP cluster. It also creates and formats disk partitions, writes files, creates file systems and directories,
configures users and so on. During a cluster install, the control/master nodes get their configuration file from the
temporary bootstrap machine used during install, and the worker nodes get theirs from the control/master
nodes. Ignition is designed to initialize systems and all subsequent configuration done using the Machine Config
Operator in OCP.
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CRI-0 is a stable, standards-based, lightweight container engine for Kubernetes that runs and manages the
containers. CRI-O implements the Kubernetes Container Runtime Interface (CRI) for running Open Container
Initiative (OCI) compliant runtimes. OCP uses the default OCI runtime, runc as the container runtime. CRI-O has
a small footprint and a smaller attack surface, making it more secure. OCP uses the default OCI runtime - runc.
CRI-0, along with RHCOS provides capabilities such as starting, stopping, and restarting containers. CRI-0O is
an independent project in Cloud Native Computing Foundation (CNCF) that also supports and maintains
Kubernetes.

Kubelet is a Kubernetes service running on every worker node in the cluster. It communicates with the control
plane components and processes requests for running, stopping, and managing container workloads.

Container Tools: RHCOS also includes a set of container tools (for example, podman, skopeo, crictl) for
managing containers and container images such as start, stop, run list, remove containers and copy,
authentication, sign images. RHCOS uses the rpm-ostree system to pull, extract, and write container images to
disk for cluster updates.

RHCOS is deployed using configurations in ignition files. The OCP installer creates the Ignition configuration files
necessary to deploy the OCP cluster with RHCOS. The configuration is based on the user provided responses to
the installer. These files and images are downloaded and installed on the underlying infrastructure by the
installer when using the IPI method. However, when using the UPI method, the user must download the RHCOS
images, generate the Ignition configuration files and use them to provision the cluster machines.

Amazon Web Services (AWS)

AWS provides a flexible application computing environment for deploying cloud-native applications. Red Hat
OCP cluster on AWS can accelerate application development and delivery by providing a consistent experience
for developers and operators across both on-prem and public cloud. AWS is globally available, enabling
Enterprises to extend their enterprise deployments to a variety of AWS regions as needed. Red Hat OCP cluster
nodes can also be distributed across multiple AWS Availability Zones (AZ) to ensure availability. OCP is also
supported on other cloud providers such as Google Cloud Platform, Microsoft Azure, and IBM Cloud. OCP is
available as a managed service on AWS, Red Hat OCP Service on AWS (ROSA) and as self-managed. This
solution uses the self-managed service and the IPI installation method that was used on-prem. The automated
IPIl installation method uses several AWS services such as Route 53, DHCP, load balancers, Virtual Private Cloud
(VPC) and EC2 instances that are deployed or used as a part of the installation process. Transit Gateways
(TGW) attached to the VPC provide connectivity to on-prem resources and services, including K8s clusters and
application workloads.

A VPC in AWS provides an isolated virtual networking environment on a shared infrastructure where users can
deploy resources to support applications workloads. Enterprises can deploy VPCs in AWS cloud and connect
them directly to the on-prem datacenter to enable connectivity between applications, services, and resources in
each environment. One mechanism for enabling this connectivity is to use a Site-to-Site VPN to establish an
IPsec VPN tunnel between the two locations.

Cisco Intersight Workload Optimizer (IWO)

Cisco IWO provides resource management for cloud-native workloads in a hybrid cloud deployment. It takes a
top-down approach to monitoring all resources in a hybrid cloud deployment to ensure that applications are
healthy, and the environment is operating in an optimal manner. IWO uses real-time Al-powered analytics to
continuously monitor and analyze application workloads and their resource consumption. IWO uses the historical
and real-time data to make actionable recommendations (for example, provision additional resources) that can
be automatically implemented to ensure application performance before users and services are impacted. IWO
provides a cost analysis with each recommendation so that administrators can make better decisions, one that
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minimizes cloud costs, prevents sprawl, and generally uses resources more efficiently. WO recommendations
can be implemented to consolidate workloads to minimize infrastructure needs. Cisco IWO for planning
purposes, to model future workload growth scenarios and to estimate the additional infrastructure that your
organization will need and when.

To perform application resource management, Cisco IWO discovers software and hardware components
running in your environment and creates an inter-dependency map of all components from an application
perspective. It then monitors and analyzes the resources to optimize resource usage while assuring application
performance. The inter-dependency map includes all layers of the infrastructure, from the containers and VMs
down to the underlying compute, storage, and network infrastructure.

To evaluate and monitor the resource usage of applications, Cisco IWO collects telemetry data from both on-
prem and public cloud components. The starting point for this data collection are the targets claimed in
Intersight. Intersight supports a broad-range of Cisco and third-party products to provide a holistic top-down
view of all infrastructure entities or components for a given application or in each location (on-prem, public). For
cloud-native environments, Cisco IWO discovers and monitors the following container specific entities: Service,
Application Components, Container, Container Pod, Container Spec, Workload Controller, Container Cluster,
Namespace, Virtual Machine, and Volume. Figure 5 shows the inter-dependency map based on the discovered
entities from an application perspective, widgets that show the estimated cost breakdown, pending IWO
recommendations and actions, performance risks, overall health of the application and the top application
services.

Figure 5. Cisco IWO - Application View
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You can also use IWO to run simulations for planning purposes and placement recommendations. You can then
schedule and implement the changes at your convenience. Intersight Workload Optimizer supports the following
action modes:

« Recommend — Recommend the action so a user can execute it from the domain manager rather than
from IWO

« Manual — Recommend the action, and provide an option to execute that action through the IWO Web GUI
interface

« Automatic — Execute the action automatically without user involvement. IWO waits five minutes between
actions.

Action modes specify the degree of automation that should be used for implementing the actions. The action
modes in a policy are used to set the business rule. Some of the action types and actions supported by IWO
are:

o Types: Placement, Scaling, Rl optimization, configuration, start/buy stop, delete

« Actions: Provision, Start, Resize, Buy YRI, reconfigure, move/suspend/delete

IWO also provides several pre-defined plans to analyze and optimize various aspects of the deployment. Some
of the plans available are:

CONTAINER PLATFORM ON-PREM Custom Plan
Create your own plan
Optimize On-prem

. Optimize Container Cluster = : _ _
., o Scale or move virual machines and consolidate
See how many nodes {Virtual Machines) are hardware
required
+ Add Virtual Machines
See the impact of adding more vifual machines to
PUBLIC CLOUD your environment
a Optimize Cloud o Hardware Refresh
Scale workloads and buy reserved instances See how many new hosts you need when you
upgrade
‘ Buy VM Reservations -1 Host Decommission
Get discounts by making a long term commitment See whather you can support your current load if

wou shul down a host

o Migrate to Cloud

. ) ) = Virtual Machine Migration
Migrate virtual machines to the cloud c=

Move virtual machines fram one cluster ta another

1 Merge Clusters
A Create a super cluster to leverage your hardware

o Alleviate Pressure

Move virtiual machines from a hat cluster to a cold
cluster

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 26 of 214



The figure below shows the results of a full container optimization plan that was executed and the actions that
IWO recommended as a result.
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Some of the actions recommended by the execution of this plan are provided below as an example.
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Note: The plan was executed on an under-utilized OCP cluster in Cisco’s internal labs so many of the
recommendations are to reduce the vCPU or vMem that the containers can use.
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Cisco IWO also provides these recommendations without running plan based on its ongoing monitoring and
analysis. These can be viewed selecting and browsing to the entity directly from the inter-dependency map.

For more information, see: Cisco Intersight Workload Optimizer product page on cisco.com

Red Hat Ansible

Ansible is an open-source tool for Infrastructure as Code (laC). Ansible is also used for configuration
management and application software deployment. Ansible is designed to be agentless, secure, and simple.
Ansible available in Red Hat’s Ansible Automation Platform is part of a suite of tools supported by Red Hat.
Ansible manages endpoints and infrastructure components in an inventory file, formatted in YAML or INI. The
inventory file can be a static file populated by an administrator or dynamically updated. Passwords and other
sensitive data can be encrypted using Ansible Vault. Ansible uses playbooks to orchestrate the provisioning.
Playbooks are written in human readable YAML format that is easy to understand. Ansible playbooks are
executed against a subset of components in the inventory file. From a control machine, Ansible uses SSH or
Windows Remote Management to remotely configure and provision target devices in the inventory based on the
playbook tasks.

Ansible is used to provision Cisco HyperFlex VSI and Cisco ACI fabric infrastructure in the solution. Ansible also
provides a robust container and Kubernetes management, including Red Hat OpenShift Container Platform that
Enterprises can leverage for their automation efforts.
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Solution Design
This chapter contains the following:

« Overview

e Solution Topology

« Design Requirements
o Design Details

o Requirements

Overview

At a high level, the hybrid cloud infrastructure design in this solution consists of an on-prem datacenter, public
cloud infrastructure, and a secure network interconnecting the two environments, as shown below:

On-Prem Datacenter Public Cloud
_ Deploy workloads anywhere
Container-based Applications _ Application Performance & Container-based Applications
- Resource Optimization -
Cisco Intersight Workload Optimizer
Red Hat OpenShift Container _ Consistent K8s management Red Hat OpenShift Container
Platform, Cisco HyperFlex CSI h i Platform
Cisco HyperFlex VSI, managed using AWS EC2
Cisco Intersight Virtual Server Infrastructure
Cisco Networking Solutions ‘ﬂ(:onnectmty AWS Networking

Virtual Server Infrastructure (VSI)

The on-prem Virtual Server Infrastructure in the solution consists of:

« Four (4) node HyperFlex standard (or Cisco HyperFlex Datacenter) cluster as an application cluster for
running cloud-native workloads on a Red Hat OCP cluster. The cluster is deployed and managed from the
cloud using Cisco Intersight.

« Four (4) node Cisco HyperFlex standard cluster as a management cluster for hosting services and
management components to support the application cluster. The cluster is deployed and managed from
the cloud using Cisco Intersight. The services deployed include VMware vCenter managing the
application cluster, DNS, DHCP and OCP Installer workstation. The management cluster can also host a
management OCP cluster to run services and other components. For example, Red Hat’s Advanced
Cluster Manager requires a seed OCP cluster to run on before it can be used for multi-cluster
management (see Red Hat OCP in Technology Review section)

The public Virtual Server Infrastructure in the solution consists of:
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o Amazon Elastic Compute Cloud (Amazon EC2) instances in the Amazon Web Services (AWS) Cloud
provide the virtual server infrastructure in the public cloud. Red Hat OCP clusters are deployed on EC2
instances in a Virtual Private Cloud (VPC). The OCP cluster in the VPC are distributed across 3 x
Availability Zones (AZ) in the region for resiliency.

Network Connectivity

« Two redundant IPsec VPN connections provide secure connectivity between the cloud-native
environments. The VPN connections are between 2 x CSR1000v routers on-prem and transit gateway

routers in the public cloud.

Kubernetes Infrastructure

« Red Hat OCP cluster(s) provide a Kubernetes environment for cloud-native applications and use cases.
The clusters are deployed from the cloud on Cisco HyperFlex VSI and on AWS EC2 instances using Red

Hat Hybrid Cloud.
« VMware vSphere CSI provides persistent storage for stateful workloads hosted on Cisco HyperFlex VSI.

Application Performance

o Cisco Intersight Workload Optimizer ensure application performance. IWO also provides resource
monitoring, optimization, and cost management across this environment.

Solution Topology
Figure 6 illustrates the end-to-end solution that was designed, built, and validated in Cisco internal labs.

Figure 6. Solution Topology
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Design Requirements

Hybrid Cloud deployments give Enterprises complete flexibility in selecting an optimal location for their
workloads based on performance, cost, compliance, and other factors. Some of the design requirements that

this hybrid cloud solution addresses are as follows:
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o Operational simplicity and agility with the flexibility to deploy and manage workloads anywhere. The on-
prem infrastructure that the Enterprise manages, must be easy to deploy and manage without
compromising functionality, scale, or performance.

¢ The infrastructure must also be available as code for integration into existing Enterprise automation or
CI/CD pipelines.

e The solution must continuously monitor and optimize the hybrid environment to ensure application
performance and manage cloud costs.

The overall solution also addresses the following high-level design goals:
« Resilient design across all layers of the infrastructure with no single point of failure.
« Scalable design with the ability to independently scale compute, storage, and networking as needed.
« Modular design with the ability to upgrade or replace components and sub-systems as needed.

« Flexible design across all layers of the solution that includes sub-system design, individual components
used, and storage configuration and connectivity options.

« Operational agility and simplicity through best-of-breed products, SaaS operations, automation, and
orchestration tools.

¢ Incorporates technology and product best practices for the different components in the solution.
The design also addresses two commonly seen use cases in hybrid cloud use deployments:

« Enable cloud-native deployments anywhere, from on-prem to public cloud, while maintaining a consistent
management experience.

o Dev/Test for cloud-native workloads where organizations have multiple teams in a Cl/CD pipeline that
need separate environments, both on-prem and in the public cloud. Development teams may start the
work in the cloud, but the application is staged and deployed into production on-prem.

Design Details

The Cisco Validated Design (CVD) in this document provides a foundational infrastructure architecture for a
secure, scalable, enterprise-class hybrid cloud solution to run cloud-native workloads. The main aspects of the
design are:

o On-prem infrastructure (compute, storage, virtualization, and network) design

« Infrastructure as Code (laC)

« Operational ease and consistency as the hybrid model expand to other Enterprise locations
¢ Secure hybrid cloud connectivity

« Cloud-native Infrastructure design (on-prem, public cloud)

o Persistent Storage for stateful, cloud-native workloads

« Operational ease with consistent cloud-native development and operational experience regardless of the
environment

o Application resource monitoring, visibility, and cost management across on-prem and public cloud

¢ Ensuring application performance in any environment

Infrastructure Design

For cloud-native efforts, Enterprise IT teams need the ability to quickly deploy and manage the infrastructure in
the Enterprise data center. The infra in the on-prem location, unlike the public cloud, is typically deployed and
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managed by the Enterprise. Because of this, IT and DevOps teams need infrastructure that is simple and easy to
deploy and operate without compromising performance, scale, or functionality. The data center infrastructure
design outlined in this section offers just that.

Figure 7 shows the on-prem infrastructure design in this solution.

Figure 7. On-Prem Infrastructure Design
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Cisco HyperFlex

Cisco HyperFlex provides the on-prem virtual server infrastructure in the solution. Cisco HyperFlex delivers
software-define compute, storage, and virtualization as a fully-integrated product, enabling IT teams to spend
less time on infrastructure management and more time on other business initiatives. The design uses Cisco
HyperFlex clusters, an application cluster for running application workloads, and a management cluster for
hosting infrastructure management and other services. The management Cisco HyperFlex cluster is optional in
the design as the services running on the management cluster can also be deployed on an Enterprise's existing
infrastructure. Both are Cisco HyperFlex standard (data center) cluster with 4 nodes in each cluster.

The nodes in the cluster connect to a Cisco UCS domain consisting of a pair of Cisco UCS 6300 Series Fabric
Interconnects. The management and application clusters attach to different Cisco UCS domains in this solution,
but they could also connect to the same UCS domain if needed. A single UCS domain consisting of a pair of
Fabric Interconnects can support multiple Cisco HyperFlex clusters (and Cisco UCS systems). The exact
number depends on the number of servers in a given cluster and the port density of the Fabric Interconnect
model chosen.

The data center fabric in the solution is a Cisco ACI fabric. The Cisco HyperFlex clusters connect to the ACI
fabric through the Cisco UCS 6300 Fabric Interconnects in their UCS domain. Some Cisco HyperFlex systems
(for example, DC-no-Fl, Edge) can also connect directly to the leaf switches in the ACI fabric. However,
connecting to Cisco UCS Fabric Interconnects provides some benefits. It serves as an aggregation point for a
group of servers with unified management. The two Cisco UCS Fabric Interconnects in a UCS domain form a
highly available, unified, low-latency switching fabric capable of handling I/O traffic from hundreds of servers. It
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provides connectivity between the servers and systems that connect to it and connectivity to the upstream data
center fabric to connect to other UCS domains and networks. Cisco UCS Manager (UCSM) provides unified
management for all Cisco HyperFlex and Cisco UCS systems in that Cisco UCS domain. It runs as embedded
software on the Fabric Interconnects. The design can use centralized (via Intersight) and local management
(using Cisco UCSM), which can be helpful in troubleshooting situations. The unified fabric can also provide
Quality-of-Service (QoS) for the different types of traffic traversing the fabric, including Cisco HyperFlex
infrastructure (management, storage data, vMotion, replication) and application traffic.

The Cisco HyperFlex UCS domains connect to Nexus 9000 series leaf switches in the ACI fabric for northbound
connectivity to other networks within and outside the Enterprise and intra-cluster connectivity when traffic
needs to go from one Fabric Interconnect (FI-A) to the other (FI-B) within the same domain. In a Cisco
HyperFlex cluster, this typically happens in failure situations. Each Fabric Interconnect connects to a pair of leaf
switches for redundancy. For the application cluster, the uplink connections from the Cisco UCS 6300 Fabric
Interconnects are:

e 2 x 40GbE links from FI-A, one to each switch in the leaf switch pair

¢ 2 x 40GbE links from FI-B, one to each switch in the leaf switch pair

The multiple uplinks provide higher bandwidth and resiliency. Cisco UCS Fl and Nexus switches support
802.3ad standards for aggregating links into a port channel (PC) using Link Aggregation Protocol (LACP). The
40Gbps links on the Fl side are bundled using a port channel, while the links on the Nexus 9000 leaf switch pair
are bundled using a virtual port channel (vPC). The Fabric Interconnects use two port channels to connect to the
ACI leaf switch pair - one from each Fl. The 2 x 40GbE links on each Fl connect to different Nexus switches in
the leaf switch pair. In the reverse direction, the ACI leaf switches pair uses two vPCs to connect to the Fabric
Interconnects - one to each Fl. vPC enables links from two switches to be bundled such that it appears as a
“single logical" port channel to a third device (in this case, FI). The vPC design provides higher aggregate
bandwidth with both link and node-level redundancy. In this design, the total uplink bandwidth for the
application UCS domain, is 160Gbps (40Gbps per link x 2 uplinks per FI x 2FI). You can also add more links to
the PC/vPC bundle to increase the uplink bandwidth. The Fabric Interconnects can also use higher speed links
to connect to the upstream Nexus switches. The Cisco UCS 6300 series Fabric Interconnects used in this
solution support 10G and 40G, but other hardware models are available that support 25G and 100G
connectivity. The Cisco HyperFlex management cluster is also connected similarly, using a PC/vPC design but
uses 4 x 10GbE links for uplink connectivity. The Fl uplinks to the ACI fabric operate as trunks, carrying traffic
from multiple 802.1Q VLAN IDs to the ACI fabric. The uplinks trunk VLAN traffic for Cisco HyperFlex
infrastructure (in-band management, vMotion, storage data) and application networks. The VLANSs are also
configured on the individual virtual NIC (vNIC) templates going to each server in the HX cluster.

The Cisco HyperFlex nodes in a cluster are dual-homed to the Fabric Interconnects in the UCS domain for high
availability. Each server in the application cluster uses a VIC 1387 adapter with two 40Gbps uplink ports to
connect to each Fl, resulting in two redundant paths, one through each fabric (FI-A, FI-B). The two uplinks
provide each server with 2x40Gbps of uplink bandwidth and redundancy in the event of a failure.

Cisco HyperFlex uses an automated installation process to deliver a production-ready Cisco HyperFlex VSI
cluster in less than an hour. Either an Installer VM (OVF) or Cisco Intersight can be used to initiate the
deployment. Intersight provides a simple workflow/wizard to gather input from the user, validate and begin the
installation process. Cisco HyperFlex systems use a best-practice configuration combined with user-provided
inputs to generate a cluster profile. The installer uses this profile to deploy and configure the cluster. The profile
can also be cloned and re-used (with minimal changes) to deploy additional clusters as needed. Cisco
HyperFlex systems typically undergo a factory install process that pre-installs some of the firmware and
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software required (for example, server firmware, VMware ESXi software), which makes the customer site
installation and setup much quicker and easier.

The Cisco UCS Fabric Interconnects (when used) must be claimed as a target for Intersight to discover the
servers in the cluster. Intersight and other components will also require connectivity to multiple networks to
deploy the cluster. The Cisco ACI fabric provides this connectivity - see the Data Center Fabric - Cisco ACI
section for additional details.

The two Cisco HyperFlex clusters in the solution are deployed and managed using Cisco Intersight. The
installation results in a complete virtual server infrastructure that is ready for deploying a Red Hat OCP cluster
and cloud-native workloads. The virtual server infrastructure is managed using VMware vCenter running on the
management Cisco HyperFlex cluster.

Virtual Networking Design

The automated Cisco HyperFlex installation process deploys a VMware vSphere cluster with a pre-defined
virtual networking design. The design is identical on all ESXi hosts in the cluster. The design uses four VMware
virtual switches (vSwitch) for different types of traffic. The virtual switches deployed by the automated
installation process are:

o vswitch-hx-inband-mgmt: This is the default ESXi vSwitchO that is renamed by the ESXi kickstart file as
part of the automated installation process. The switch has two uplinks, active on fabric A and standby on
fabric B - by default, jumbo frames are not enabled on these uplinks. The installer deploys multiple port
groups on this vSwitch for ESXi management, storage controller VM management and replication (if
enabled). The management interfaces include ESXi management interface, SCVM management and
replication interface, and a roaming management cluster IP (one per cluster).

« vswitch-hx-storage-data: This vSwitch has two uplinks, active on fabric B and standby on fabric A - by
default, jumbo frames are enabled on these uplinks. The installer deploys multiple port groups on this
vSwitch for ESXi and storage controller VM storage-data networks. The storage-data interfaces include
ESXi host, SCVM storage interface, and a roaming storage cluster IP (one per cluster).

« vswitch-hx-vm-network: This vSwitch has two uplinks, active on both fabrics A and B - by default,
jumbo frames are not enabled on these uplinks. However, in this design, it has been reconfigured for
jumbo frames through Cisco UCS Manager. The VLANs associated with the above port-groups are all
tagged VLANs (not native VLANS) in Cisco UCS vNIC templates. Therefore, these VLANSs are also
explicitly configured in ESXi/vSphere.

« vmotion: This vSwitch has two uplinks, active on fabric A and standby on fabric B - by default, jumbo
frames are enabled on these uplinks. The IP addresses of the VMkernel ports (vmk2) are configured using
a post-install script. The VLANs associated with the above port-groups are all tagged VLANs (not native
VLANSs) in Cisco UCS vNIC templates. Therefore, these VLANs are also explicitly configured in
ESXi/vSphere.

Enterprises can migrate the VM network virtual switch to a VMware distributed virtual switch (vDS), but the
management and storage-data should stay on the installer-deployed VMware vSwitches. The VMware vDS can
be optionally deployed and managed by Cisco ACI using the Virtual Machine Manager (VMM) integration
feature. With VMM integration, ACI can dynamically provision port-groups on the vDS when corresponding
endpoint groups (or VLANS) are provisioned in the fabric.

The installer deploys four virtual switches on each ESXi host in the cluster, with two uplinks or VMware virtual
NICs (vmnics) per vSwitch. The vmnics at the hypervisor level map to virtual NICs (vNICs) on the Cisco UCS VIC
adapter deployed in each server. The Cisco HyperFlex installation process configures the service-profiles in
Cisco UCS Manager to create the different vNICs and vmnics that are used by the virtual switches running on
the ESXi hosts in the Cisco HyperFlex VSI cluster.
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Figure 8 shows the default virtual networking deployed on the ESXi hosts in a cluster.

Figure 8. Virtual Networking on Cisco HyperFlex Nodes - Default
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The port groups on each vSwitch correspond to tagged VLANSs in the server’s vNIC template. The automated
installation provisions the vNIC templates and VLANs on the server side and maps them to port groups on the
VMware vSwitch. The vMotion vSwitch port groups and VLAN configuration is done post-deployment using a
post-install script.

The virtual machine port groups and VLANs can be provisioned during the initial install or post-deployment
using the post-install script. You can also ACI VMM integration to dynamically provision the ESXI networking as
needed to roll out new applications and services. However, the ACI VMM integration will not provision the
VLANSs in the Cisco UCS Fabric Interconnect so this will have to be provisioned separately.

The Red Hat OCP clusters deployed in this solution uses the default VMware vSwitch for VM networks, on a VM
network VLAN deployed by the installer.

Data Center Fabric - Cisco ACI

The data center fabric in the solution is a Cisco ACI fabric. ACI provides connectivity to the different
components in the solution (Cisco HyperFlex server, Cisco UCS Fabric Interconnects, VMware vCenter, DNS,
DHCP, NTP) and other networks, including external connectivity to Cisco Intersight and Red Hat Hybrid Cloud
Console. The design separates all infrastructure connectivity necessary for deploying and maintaining the Cisco
HyperFlex VSI cluster to a separate ACI tenant (HXV-Foundation). This tenant is responsible for providing the
following Cisco HyperFlex infrastructure connectivity:

« Management: A Cisco HyperFlex cluster requires in-band management connectivity to ESXi hosts and
storage controller virtual machines (SCVM) in the cluster. The roaming management cluster IP and other
endpoints must be accessible to administrators, tools, and other entities outside the fabric. VMware
vCenter managing the VSI cluster also needs access to the ESXi management interfaces.

« Storage-data: A Cisco HyperFlex cluster requires storage-data connectivity to ESXi hosts and storage
controller virtual machines in the cluster. The roaming storage-data cluster IP and other endpoints must
be accessible from the data center fabric.

« VMware vMotion: To enable vMotion of guest VMs running on the application Cisco HyperFlex cluster,
the vMotion network must be reachable from VMware vCenter running on the management cluster.
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Multiple Cisco HyperFlex clusters connected to the same ACI fabric can use the same management and vMotion
infrastructure networks, but the storage-data traffic should be on a dedicated network, one for each cluster. The
ACI fabric also provides the following infrastructure connectivity:

¢ Internet Access for reachability to Cisco Intersight. The UCS domain must be claimed as a target in
Intersight before it can be used to deploy the Cisco HyperFlex VSI cluster.

« Reachability to networks and services within the Enterprise, both within and outside the ACI fabric.

For the on-prem Red Hat OCP cluster and application workloads running on the Cisco HyperFlex VSI, the design
uses a dedicated Application Tenant (for example, HC-Tenant1) to provide connectivity for the following Cisco
HyperFlex network:

« VM network(s): Applications networks deployed on the Cisco HyperFlex application cluster will need
connectivity to various networks and services depending on the application requirements. In this solution,
the Red Hat OCP is deployed on Guest VM networks and will require reachability to various internal and
external entities required to install and operate the OCP cluster.

The ACI tenancy design will separate the infrastructure and application traffic. Multiple application tenants can
be deployed as needed. For Red Hat OCP clusters and cloud native workloads, the ACI fabric also provides the
following connectivity:

o Internet Access for deploying the Red Hat OCP cluster on Cisco HyperFlex VSI. Cloud-native applications
running on the cluster will most likely need Internet access as well.

« Reachability to internal Enterprise networks and services, both within and outside the ACI fabric.

In the ACI architecture, ACI constructs (Tenants, Application profiles, Bridge domains, EPGs, and so on) define
and enable the connectivity through the fabric. To meet the infrastructure connectivity requirements outlined
above, EPGs and other ACI constructs are defined in the HXV-Foundation tenant to enable this connectivity.
The infrastructure VLAN networks provisioned by the Cisco HyperFlex installer are then mapped to end-point
groups in ACI to enable forwarding between endpoints in the same network and to other networks. The same is
done for application connectivity, but within the application tenant (HC-Tenant1). The ACI constructs to enable
this forwarding are provided in the Solution Deployment section (Table 5).

To enable connectivity through the fabric, the ACI fabric must also provide access layer connectivity to the UCS
domains and Cisco HyperFlex servers. The access layer connectivity includes:

¢ Physical connectivity to the UCS domains that Cisco HyperFlex clusters connect to. The PC/vPC design
and connectivity are described in the Detailed Design - Cisco HyperFlex section.

o Access Layer configuration to enable connectivity to/from the Fabric Interconnects and Cisco HyperFlex
servers in the UCS domain. In ACI, fabric access policies represent the configuration for connecting to
access layer devices. To enable this connectivity, policies are first created and then applied to the leaf
switch interfaces that connect to the access layer devices.

The specific policies and configuration used to enable the access layer connectivity to the Cisco UCS Fabric
Interconnects and Cisco HyperFlex servers for the application cluster in this solution are provided in the Solution
Deployment section (Table 4). The policies and profiles will create virtual port channels on the ACI leaf switch
pair and enable access layer connectivity to the Cisco UCS Fabric Interconnects in the UCS domain.

The Cisco ACI fabric, together with Cisco UCS Fls provide the connectivity necessary to bring a Cisco
HyperFlex cluster online and maintain the cluster post-deployment for hosting application workloads. The on-
prem virtual server infrastructure is now ready for deploying a cloud-native environment on-prem using Red Hat
OpenShift Container platform.
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Hybrid Cloud Connectivity

Cisco offers multiple options for hybrid cloud connectivity between an on-prem location and public cloud.
Options include Cisco ACI or VXLAN EVPN fabrics with Nexus Dashboard Orchestrator and Cloud Controller to
orchestrate and extend the on-prem networking into the public cloud, SD-WAN, IPsec VPN, and dedicated
connections. The hybrid cloud connectivity in this solution is established over the Internet using IPsec VPN
tunnels. The IPsec VPN tunnel enables applications, services, and other components to securely access
networks and entities in the other location. IPsec VPN tunnels are also referred to as Site-to-Site VPNs. IPsec
VPN establishes encrypted tunnels across the Internet to provide secure connectivity for Enterprise traffic in a
hybrid deployment. The IPsec VPN tunnels are established between Transit Gateways (TGW) in AWS and a pair
of Cisco Cloud Services 1000 series router (CSR1kv). TGWs in AWS serve as transit hubs that can be used to
consolidate the hybrid cloud connectivity from multiple VPCs by adding an attachment in each. Alternatively, you
can also Virtual Private Gateways (VGW) from each VPC to establish IPsec VPN tunnels to the Enterprise data
center, but you can only attach one VPC to this connection. When interconnecting locations in this manner,
there should not be any overlapping addressing otherwise you could have routing issues. Figure 9 shows the
hybrid cloud connectivity used in this solution. The AWS transit gateway establishes two tunnels to each
customer/enterprise gateway (CSR1kv) for redundancy. The design uses two CSRs for higher availability to
provide a total for 4 IPsec VPN tunnels between locations. The 4 tunnels will require 4 public IPs to establish the
tunnels across the Internet. Enterprise firewalls must be provisioned to allow IPsec protocols and traffic from the
AWS side tunnel addresses. By default, AWS expect the enterprise gateway to initiate the Internet Key
Exchange (IKE) negotiation process to bring up the tunnel by the by generating traffic. It is recommended that
AWS is configured to initiate the IKE negotiation to prevent the tunnel from going down when there is a lull in the
traffic flow.

Figure 9. Hybrid Cloud Connectivity Design
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When using Transit Gateways, there are some service limits in terms of MTU, routes, routing protocols,
bandwidth, and so on, that you should be aware of. Please review the AWS documentation for details on the

VPN limits: https://docs.aws.amazon.com/vpn/latest/s2svpn/vpn-limits.html.

Kubernetes Infrastructure Design

Red Hat OCP provides secure, enterprise-class Kubernetes environment for developing, deploying, and
managing cloud-native applications. The Red Hat Hybrid Cloud Console provides centralized, SaaS-based
management of OCP clusters deployed anywhere, from on-prem to public cloud. Hybrid Cloud Console
provides access to the latest installer package and other tools necessary for securely accessing and managing
the cluster for each environment (for example, bare metal, VMware vSphere, AWS, Azure, GCP) and
consumption (managed, unmanaged) model that OCP supports. In this solution, Hybrid Cloud Console is used to
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deploy OCP clusters in both on-prem and public using the Red Hat’s automated Installer Provisioned Installation
(IP1) method. This method deploys the full infrastructure using an opinionated, prescriptive approach with best-
practices implemented. This is the fastest way to deploy an OCP cluster and OCP continues to manage the
infrastructure components post-deployment. The automated OCP installer for each infrastructure environment
collects minimal information from the user (for example, on-prem datastore). It does offer some customizations
(for example, on AWS - deploy in an existing VPC on AWS) but for more extensive infrastructure
customizations, the User Provisioned Installation (UPI) method is available. However, UPI does increase the
operational burden on the IT/DevOps teams unlike IPI where OCP manages the infrastructure components.

On-Prem - Red Hat OCP on Cisco HyperFlex VSI
The Red Hat OCP cluster in the solution is deployed on Cisco HyperFlex VSI in the Enterprise data center as
shown in Figure 10.

Figure 10. Application Cluster - Cisco HyperFlex VSI with Red Hat OCP
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The nodes in the K8s cluster are VMs running on the Application HyperFlex VSI cluster, managed by VMware
vCenter running on the management Cisco HyperFlex VSI cluster. The default IPI install deploys 3 x
control/master and 3 x compute/worker nodes (VMs) - additional worker nodes can be added as needed. To
isolate applications from infrastructure and management, OCP cluster and Cisco HyperFlex VSI are deployed on
separate tenants in the Cisco ACI fabric. The same tenant can be used for additional OCP clusters or on new
tenants can be added as needed. The OCP cluster is deployed on a VMware vSwitch VM network that was
provisioned as a part of the Cisco HyperFlex VSI install. Post-install, the control/master and compute/worker
nodes in the cluster are distributed across the ESXi hosts in the Cisco HyperFlex VSI cluster using VMware VM
affinity rules. Each controller node runs on a separate physical ESXi host in the 4-node Cisco HyperFlex VSI
cluster. Red Hat recommends three control nodes in all production deployments and therefore, a minimum of 3-
node, but ideally a 4-node Cisco HyperFlex VSI cluster should be used for OCP deployments. VM affinity rules
are also used to distribute the compute/worker nodes across the available ESXi hosts.
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Public Cloud - Red Hat OCP on AWS

The Red Hat OCP cluster in AWS is deployed in us-east-1 region. The AWS OCP cluster is Enterprise-
managed and deployed from the Hybrid Cloud Console using the same IPl method as on-prem. The deployment
is automated by the OCP installer. The cluster design, deployed in us-east-1 region, is shown in Eigure 11.

Figure 11. Red Hat OCP on AWS - Enterprise-managed
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When using the default installation, the installer deploys the cluster in a new dedicated Virtual Private Cloud
(VPC) with 6 EC2 instances - 3 x control/master and 3 x compute/worker nodes running on Elastic Block Store
(EBS) volumes. The default configuration of the EC2 instances is provided in Table 2.

Table 2. Default Configuration - EC2 Instances

Component EC2 Instance | EBS Volume Availability
Type Zones

(us-east-1
region)

Master/Control Node-1 m6i.xlarge Type: gp3, Size: 120GiB, IOPS:3000, Enabled us-east-la
Throughout:125

Master/Control Node-2 m6i.xlarge Type: gp3, Size: 120GiB, IOPS:3000, Enabled us-east-1b
Throughout: 125
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Component EC2 Instance | EBS Volume Availability

Type Zones

(us-east-1
region)

Master/Control Node-3 m6i.xlarge Type: gp3, Size: 120GiB, IOPS:3000, Enabled us-east-lc

Throughout:125

Worker/Compute mé6i.large  Type: gp3, Size: 120GiB, IOPS:3000, Enabled us-east-1la

Node-1 Throughout: 125

Worker/Compute m6i.large  Type: gp3, Size: 120GiB, IOPS:3000, Enabled us-east-1Db

Node-2 Throughout:125

Worker/Compute mé6i.large  Type: gp3, Size: 120GiB, IOPS:3000, Enabled us-east-1c

Node-3 Throughout:125

The cluster nodes are distributed across different availability zones (AZ) - the number of availability zones used
depends on the number of AZs supported in each region. At the time of the writing of this document, the us-
east-1 region supports 6 availability zones (us-east-1a through us-east-1f). The default installation in this
region uses three AZs to distribute the control and worker nodes for high availability. The cluster is also
deployed with 3 public subnets and 3 private subnets (with NAT gateways) to support cloud-native applications
with front-end and back-end components and services.

In both environments, the automated installer and tools are downloaded to an installer workstation in each
environment. The installation process is then initiated from this installer with access to the infrastructure
environment where the cluster will be deployed (Cisco HyperFlex VSI - Application Tenant, AWS -
Account/Tenant VPC). The installation wizard gathers cluster-specific information from the user for each
environment. Post-deployment, the Hybrid Cloud Console is used to access the cluster console for post-install
activities and management. The AWS IPI installer does allow some customizations, for example, deploying with
network customizations or using an existing VPC.

The automated installer also deploys other AWS infrastructure resources and configurations (for example,
security rules, networking, DNS) as needed. OCP uses AWS service, Route 53, for DNS resolution. Internal DNS
resolution within the cluster and for external access to the cluster are both provided by Route 53. To deploy Red
Hat OCP, a dedicated public hosted zone must be defined in Route 53. A hosted zone is a container for DNS
records. Each record provides information about how to route traffic to the domain and the sub-domains under
it. The hosted zone is also the base domain. The zone must be authoritative for that domain. Red Hat OCP also
uses private hosted zones - the installer will provision these during installation for DNS resolution within the
cluster.

All AWS resources deployed by the installer will be tagged using a unique key (for example,
kubernetes.io/cluster/ocp11-qvb4h) for each cluster deployed which makes it easy to find and manage cluster
resources.

OpenShift Networking

Networking is critical for a highly distributed application environment such as Red Hat OCP. Kubernetes and
OCP must enable different types of communications, securely, both within a cluster and to entities outside the
cluster. Within a cluster, containers within Kubernetes Pods need connectivity to other Pods and Services within
a given K8s cluster. The cluster and the applications running on the cluster will also need to be accessible from
outside the cluster. Similar to CSI for storage, Kubernetes uses Container Networking Interface (CNI) plugins to
manage network and security within a cluster. The CNI plugins are available on Red Hat’s Operator hub from
multiple vendors including one for Cisco ACI. Red Hat OCP, by default, uses OVN-Kubernetes which is based

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 40 of 214



on Open Virtual Network (OVN) and Open vSwitch (OVS). OVN complements OVS to enable network overlays or
logical networks on physical networks for Pod-to-Pod communication in Kubernetes. OCP takes a software-
defined approach to enable Pod-to-Pod or intra-cluster networking using OVN and OVS. Enterprises can also
choose to deploy other CNI solutions available on the Red Hat Operator Hub. This solution uses the native CNI
provided in OCP, such as OVN-Kubernetes.

By default, Kubernetes (and OCP) allocates each pod an internal cluster-wide IP address that it can use for
Pod-to-Pod communication. Within a Pod, all containers behave as if they’re on the same logical host and
communicate with each other using local-host, using the ports assigned to the containers. All containers within
a Pod can communicate with each other using the Pod network.

Figure 12. Red Hat OCP Virtual Networking Design- Internal and External
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For communication outside the cluster, OCP provides services (node ports, load balancers) and API resources
(Ingress, Route) to expose an application or a service outside cluster so that users can securely access the
application or service running on the OCP cluster. API resources, Ingress and Routes are used in this solution to
expose the application deployed in the OCP cluster.

VMware vSphere CSI

Storage vendors have traditionally provided storage drivers as part of Kubernetes. With the implementation of
the Container Storage Interface (CSI), third-party providers can instead deliver storage plugins using a standard
interface without ever having to change the core Kubernetes code.

CSI Operators give OpenShift Container Platform users storage options, such as volume snapshots, which are
not possible with in-tree volume plugins.

The vSphere CSI Operator Driver storage class uses vSphere’s storage policy. OpenShift Container Platform
automatically creates a storage policy to access datastores through the vSphere CSI. The datastores in this
solution are provided by the underlying HyperFlex HXDP storage. The vSphere storage deployed automatically
during the Red Hat OCP deployment is known thin-csi with the default configuration as shown below.
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kind: StorageClass
apiVersion: storage.kfs.io/vl
metadata:

name: thin-csi
provisioner: csi.vsphere.vmware.com
parameters:

StoragePolicyName: "$openshift-storage-poliey-xxxx"
volumeBindingMode: WaitForFirstConsumer
allowVolumeExpansion: false
reclaimPolicy: Delete

In the Red Hat OCP version used to validate this solution, the install process deploys both the vSphere in-tree
(non-CSl) and out-of-tree CSI driver as shown in the figure below. The solution will use the CSI driver (thin-
CSI) as Kubernetes community generally recommends CSI drivers and for storage, it provides capabilities such

as volume snapshots that are critical for protecting application data.

[administrator@ocp-installer ocpll]$ oc get sc

MAME PROVISIONER RECLAIMPOLICY  VOLUMEEINDINGMODE

ALLOWVOLUMEEXPANSION AGE

ap2 kubernetes.io/aws-ebs Delete WaitForFirstConsumer
185d

thin kubernetes.io/vsphere-volume Delete Immediate
193d

thin-csi (default) csi.vsphere.vmware.com Delete WaitfForFirstConsumer
1ed

[administrator@ocp-installer ocpll]$

[administrator@ocp-installer ocpll]$ oc get sc thin-csi -o yaml
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
annotations:
kubernetes.io/description: ‘Default SC - vSphere (SI '
storageclass.kubernetes.io/is-default-class: "true"
creationTimestamp: "2023-01-30T17:21:20Z"
name: thin-csi
resourceVersion: "105274660"
uid: ab77b@dc-adde-4725-baba-86f5Zddefddd
parameters:
StoragePolicyMame: openshift-storage-policy-ocpll-9kbbs
provisioner: csi.vsphere.vmware.com
reclaimPolicy: Delete
volumeBindingMode: WaitForFirstConsumer
[administrator@ocp-installer ocpll]$

true

false

true

To enable volume snapshots, the K8S administrator will still need to define a volume snapshot class such as the

one below.
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[administrator@ocp-installer ocpll]$ oc get volumesnapshotclass

NAME DRIVER DELETIONPOLICY  AGE
vsphere-csi-snapclass  csi.vsphere.vmware.com Delete 3d14h
[administrator@ocp-installer ocpll]$

[administrator@ocp-installer ocpll]$ oc get volumesnapshotclass vsphere-csi-snapclass -o yaml
apiVersion: snapshot.storage.k8s.io/vl
deletionPolicy: Delete
driver: csi.vsphere.vmware.com
kind: VolumeSnapshotClass
metadata:
annotations:
k1@.kasten.io/is-snapshot-class: "true"”
creationTimestamp: "2023-02-07T@1:44:38Z"
generation: 1
name: wvsphere-csi-snapclass
resourceVersion: "1@054@57@7"
uid: c21fb8f4-2ed7-4a84-b49a-053b4519277e
[administrator@ocp-installer ocpll]$

With the vSphere CSI driver deployed and volume snapshot class configured, any application workload
deployed on the on-prem OCP cluster dynamically request and provision storage from the underlying Cisco
HyperFlex storage through VMware vSphere CSI using native K8S objects such as Persistent Volume Claim
and Persistent Volumes.

Kasten K10 by Veeam

Kasten K10 is a production-grade data management platform that is leveraged in this solution to support hybrid
cloud use cases such as Backup/Restore and Application Mobility. Kasten K10 provides a common data
management solution that spans both on-prem and public cloud, integrating seamlessly with several on-prem
and public cloud infrastructure and storage options - including Red Hat OCP, Cisco HyperFlex, VMware
vSphere, and AWS, as used in this hybrid cloud solution. Kasten K10 can be quickly deployed on an OpenShift
cluster using a Helm chart or the Level 3 Certified Operator available from the Red Hat Marketplace directly
accessible from the OCP cluster console.

Kasten K10 provides several capabilities that are integral for a production Kubernetes deployment. Some of the
key features that Enterprises can leverage are:

o K10 Multi-Cluster Manager

The K10 multi-cluster manager simplifies K10 operations across multiple Kubernetes clusters.
Administrators define primary-secondary relationships between their K10 instances. Primary K10
instances provide a single-entry point and dashboard for administrators to manage secondary instances.
K10 resources, like Policies and Profiles, can be centrally defined distributed to secondary clusters.
Secondary instances enact their policies and the secondaries' actions, and metrics are summarized in the
primary instance.

« Authentication and RBAC

Kasten K10 supports multiple authentication mechanisms. Options include Direct Access, Basic
Authentication, Token-based (AWS IAM, Red Hat OCP), OpenID Connect, OpenShift OAuth, and
Active Directory. This solution will use OpenID Connect Authentication.

As a Kubernetes-native application, Kasten K10 leverages Kubernetes RBAC objects which can be used
to create secure, multi-tenant access to a single cluster across multiple teams, roles, and applications.

See the Kasten documentation for additional information.

+ Metadata Transform Engine
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Kasten K10 provides a wide set of capabilities that can be used to add, remove, or alter application
metadata during the restore process. Transforms are a necessity when restoring applications in a DR
scenario, cloning application namespaces for use cases such as dev/test, or migrating applications
between different clusters. For instance, a common transform would be to alter to StorageClass assigned
to a PVC when restoring to a cluster using different storage infrastructure as your source. Other uses
include altering numbers of replicas, adding annotations or labels, and updating Route or Ingress objects.
Automating these metadata changes as part of the restore process provides a consistent restore
experience and can significantly lower RTO during a disaster.

« Customized Application Backups using Blueprints

Kasten K10 defaults to volume snapshot operations when capturing data, but distributed, cloud native
applications require more stringent and consistent logical or system data protection operations, which
often rely on orchestration with application and infrastructure maintenance tools and APIs. Kasten K10
includes Kanister, an open source, extensible data management framework. Kanister provides Blueprints
for several popular applications, including several database workflows. When configured, K10 will use
Kanister Blueprints for operations.

Kanister Blueprints are YAML, simple to create, and existing Blueprints are easy to customize. Blueprints
typically require no application modification because many are written to work with application Helm
Charts and Operators. The [Kanister public Git
repository](https://github.com/kanisterio/kanister/tree/master/examples) contains many community
supported Blueprints.

« Application-Consistent Backups

For backups that require working with the data service, above the underlying infrastructure, Kanister
provides blueprints for the following database applications running on OpenShift clusters:

o Logical MySQL Backup for OpenShift
> Logical MongoDB Backup on OpenShift clusters
o Logical PostgreSQL Backup on OpenShift Clusters

Backups can be also performed for managed services such as Amazon RDS using blueprints (for
example: AWS RDS PostgreSQL Backup) using the snapshot APIs of the service or CLI tooling.

Further control can be taken with application-consistent backups which orchestrate operations, such as
quiescing functions to flush memory to storage, before and after using data service and/or the volume
snapshot process.

The following examples for application-consistent backups are available today:

> Application-Consistent MongoDB Backup
> Application Consistent PostgreSQL Backup
> Application Consistent PostgreSQL HA Backup and Restore

« System consistent backup orchestration across multiple applications and databases on the same cluster
can be addressed, see Kasten and Kanister documentation for additional information.

« Backup and Restore of etcd

If a backup of all cluster state stored in etcd is required, the etcd cluster can be backed up and restored
in case of catastrophic failure:

etcd Backup (Kubeadm)
etcd Backup (OpenShift Container Platform)
« Pre-Flight Checks
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Kasten K10 provides a primer tool for doing a pre-flight check of the Kubernetes deployment before
deploying Kasten K10. This tool runs in a Pod in the cluster and does the following:

> Validates if the Red Hat OCP cluster settings meets K10 requirements.

> Creates and then cleans up a ServiceAccount and ClusterRoleBinding to perform sanity checks on the
OCP cluster

o Catalogs the available storage classes. When using a CSI as in this solution, it will also do a basic
validation of the cluster's CSI capabilities and any relevant objects that may be required.

For a more complete CSI validation, the primer tool can be run with a specified storage class that will do
the following:

> Creates a sample application with a persistent volume and writes some data to it
> Takes a shapshot of the persistent volume

o Creates a new volume from the persistent volume snapshot

o Validates the data in the new persistent volume

Requirements

Table 3 lists the hardware components used for validating the solution.

Table 3. Solution Components - Hardware

Hyperconverged Servers 4 x Cisco HXAF220C-M5SX for application workload cluster (additional
4 for an optional management cluster)

Fabric Interconnects Two (2) Cisco UCS 6332 Fabric Interconnects

Data Center Fabric Cisco ACI Fabric with 3 x APIC, 2 x Spine switches (N9k-C9332C), 2 x
Leaf switches (N9K-C9336C-FX2), additional Leaf switches for optional
management cluster.

External Gateways 2 x CSR 1000vs for IPsec VPN to AWS

Table 4 lists the software components and the versions used for validating the solution.

Table 4. Solution Components - Software

_

Cisco HyperFlex Data Platform  5.0(2b)
Software

Red Hat OpenShift Container 4.10
Platform (OCP)

Kasten K10 5.5.4

VMware vSphere 7.0 Update 3i (Build: 20842708)
VMware vCenter 7.0 Update 3i (Build: 20845200)
VMware vSphere CSI 2.4.1 (depends on Red Hat OCP version)
Cisco UCS Firmware 4.2(2d)
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_

Cisco ACI Software 5.2(4d)

SaaS - Cisco Intersight N/A

Saa$S - Red Hat Hybrid Cloud N/A

Console

SaaS - Cisco Intersight N/A (Cisco IWO Collector on OCP cluster: v1.20)

Workload Optimizer

Public Cloud - AWS N/A
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Solution Deployment
This chapter contains the following:

« Deployment Overview

o Provision Cisco ACI Fabric

o Deploy Cisco HyperFlex Virtual Server Infrastructure

o Deploy Red Hat OpenShift Container Platform (On-Prem)

« Deploy Red Hat OpensShift Container Platform (Public Cloud)

o Enable Secure Hybrid Cloud Connectivity

o Deploy VMware CSI

« Deploy Kasten K10 (On-Prem)

o Enable Volume Snapshots using Kasten and VMware vSphere CSI| (On-Prem)
« Deploy Kasten K10 (Public Cloud)

« Verify Volume Snapshot Class Configuration (Public Cloud)

« Enable Volume Snapshots using Kasten and AWS CSI (Public Cloud)
« Enable Cisco Intersight Workload Optimizer (On-Prem)

« Enable Cisco Intersight Workload Optimizer (Public Cloud)

This chapter describes the solution deployment with step-by-step procedures for implementing and managing
the solution.

Deployment Overview

At a high-level, the solution deployment can be split into the following areas:
e Deploy on-prem infrastructure
¢ Deploy public cloud infrastructure

« Enable secure interconnectivity between on-prem and public cloud infrastructure

On-Prem Infrastructure

In the on-prem data center, Enterprises typically manage their own compute, storage, and networking. To
accelerate application efforts, we want to deploy this infrastructure as quickly as possible. In cloud-native
environments, it is also critical to provide infrastructure as code for integration into CI/CD and other automation
that an Enterprise has.

The deployment of the on-prem infrastructure consists of:

« Deploy networking to enable reachability for remaining components in the infrastructure stack. Red Hat
Ansible provisions the network infrastructure as code.

« Deploy compute, storage, virtualization, and networking for server/virtual machines. The VSI cluster
serves as an Applications cluster for hosting cloud-native workloads. Red Hat Ansible automates the
hyperconverged infrastructure deployment using Cisco Intersight APIs to claim, provision and deploy a
complete virtual server infrastructure platform.

« Deploy Red Hat OpenShift Container Platform to enable a cloud-native application development
environment
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« Deploy Cisco HyperFlex Container Storage Interface as persistent storage for cloud-native workloads

o Enable resource optimization of on-prem resources using Intersight Workload Manager to ensure
application performance.

Public Cloud Infrastructure

Since the public cloud provider manages the compute, storage and networking infrastructure, the deployment of
the public cloud infrastructure is limited to:

o Deploy Red Hat OpenShift Container Platform. The automated installer for Red Hat OCP wiill take care of
deploying the infrastructure resources required to host the OCP cluster (for example, AWS VPC, EC2
instances).

« Enable resource optimization of public cloud resources using Intersight Workload Manager to ensure
application performance and manage cloud costs.

Secure Hybrid Cloud Connectivity Infrastructure

To securely interconnect the two environments in the hybrid cloud deployment involves the following:
« Provision public cloud for secure connectivity to the on-prem location

« Provision on-prem infrastructure for secure connectivity to the public location

Provision Cisco ACI Fabric

This section describes the deployment of the on-prem network infrastructure in this hybrid cloud solution. The
on-prem network in this solution is a Cisco ACI fabric managed using Cisco APIC. The deployment is automated
using Red Hat Ansible playbooks available in the Cisco UCS Solutions GitHub repository. The automation will
focus on the day-2 networking required to support the infrastructure and workloads in the solution.

Assumptions

The deployment procedures outlined in this section makes the following assumptions:

« Enterprise has an existing Cisco ACI fabric - the on-prem hybrid cloud infrastructure in this solution will
connect into this fabric.

« Day-0 and day-1 provisioning of the above ACI fabric is complete, with internal and external connectivity
to services in place - for example, Internet access and services such as DNS, DHCP.

« Management infrastructure with the necessary connectivity is available for hosting an automation
workstation. The workstation will need reachability to the Internet and Cisco APIC cluster managing the
ACI fabric.

Prerequisites

The prerequisites for provisioning the network are:

« The Cisco ACI Fabric leaf switches that the application Cisco HyperFlex cluster and Cisco UCS Fabric
Interconnects connect to should be deployed and provisioned to be part of the ACI fabric.

¢ Application Cisco HyperFlex cluster servers and the Cisco UCS Fabric Interconnects should ideally be
physically cabled, powered, and connected to the ACI fabric so that connectivity can be verified when the
network provisioning is complete.

« Ansible control node or workstation for executing the Ansible playbooks. The playbooks automate the
day-2 provisioning of the networking required to bring the cloud-native infrastructure up.
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Playbook — Network
. (Day-2)

Setup Information

Table 5 lists the configuration parameters.

Table 5. Cisco ACI - Configuration Parameters

Cisco APIC cluster - 172.26.163.120 <Login Credentials>

Git Hub Repo = https://github.com/ucs-compute-solutions/Hybrid-
Cloud/tree/main/CVD HC-OCP-HXFI

Ansible scripts for provisioning the ACI fabric is in the network
directory.

Other All variables required to execute the Ansible scripts are defined
in the file below, located in a separate directory called inventory
in the above repo:

inventory > group_vars > cisco_dc_fabric

Deployment Steps

This section describes the procedures for configuring the day-2 networking required to connect and deploy the
application Cisco HyperFlex VSI cluster. The application cluster connects to a pair of Cisco UCS Fabric
Interconnects that is dual-homed to a pair of leaf switches in the data center fabric.

Procedure 1. Prerequisite - Setup an Ansible Control Node running MacOS

Note: The Ansible workstation is running MacOS in this setup.

To install on other operating systems

Step 1. Ansible control node requires Python 3.8 or higher. Verify if it is already installed.
$ python3 -V
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Python 3.9.13
Step 2. If Python is not installed or needs to be upgrade, use the commands below to install it.
$ brew install python3
_OR_
$ brew upgrade python3

Step 3. Verify if you have the Python package manager (pip). The above python install should automatically
install pip.
$ python3 -m pip -V
pip 22.3.1 from /usr/local/lib/python3.9/site-packages/pip (python 3.9)
Step 4. If pip is not installed or needs to be upgraded, use the following commands
$ curl https://bootstrap.pypa.io/get-pip.py -0 get-pip.py
$ python3 get-pip.py
_OR_
$ pip3 install --upgrade pip
Step 5. (Optional) Create Virtual Environment (venv) using Python and activate it for use.
$ python3 -m venv <venv_name>
$ python3 -m venv venvl

$ source ./venvl/bin/activate
To deactivate: deactivate

Create aliases (example): alias switchto venv=‘source ./venvl/bin/activate’
Step 6. Install Ansible on workstation in virtual environment (optional); other useful commands also provided

(venvl) $ pip install ansible # not necessary to specify python version in venv
(venvl)$ which ansible

(venvl)$ ansible —--version

(venvl)$ ansible -h

(venvl)$ pip install —--upgrade ansible
Step 7. Verify the path and version of python is what you want Ansible to use

(venvl)$ ansible —--version

ansible [core 2.13.6]
config file = None
configured module search path = ['/Users/asharma/.ansible/plugins/modules', '/fusr/share/ansible/plugins/modules']
ansible python module location = fUsers/asharma/CISCO-AUTOMATION-PROJECTS/venvl/lib/python3.9/site-packages/ansible
ansible collection location = /Users/asharma/.ansible/collections:/usr/share/ansible/collections
executable location = /Users/asharma/CISCO-AUTOMATION-PROJECTS/venvl/bin/ansible
python version = 3.9.13 (main, May 24 2822, 21:28:31) [Clang 13.1.6 (clang-1316.0.21.2)]
jinja version = 3.1.2
libyaml = True

Step 8. Install GIT. It might already be installed on MacOS through other tools. Otherwise install git as follows:

(venvl) $ brew install git # not necessary to execute this in venv

Procedure 2. Clone Git Hub repository for network provisioning

To access the Ansible playbooks in the GitHub repository (repo), clone the Git Hub repo as outlined below. The
cloning will create a completely new copy of the repo in the location specified on the Ansible workstation. The

repo is located at: https://qgithub.com/ucs-compute-solutions/Hybrid-Cloud directory.

Step 1. On the Ansible workstation, use a terminal console or command-line tool to create a directory for the

project. The GitHub repo will be cloned to a sub-directory in this directory. For example, if the directory is
CISCO-AUTOMATION-PROJECTS, the repo will be cloned within this directory under a sub-directory.
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Step 2. Navigate to the newly created directory from the terminal window and execute the following
command:

git clone https://github.com/ucs-compute-solutions/Hybrid-Cloud.git

Step 3. Navigate to the sub-directory (CVD_HC-OCP-HXFI), followed by the network directory below that
(network).

Step 4. (Optional) Switch to the Python virtual environment using the command provided in the Setup Ansible
Control Node deployment procedure earlier in the document.

Procedure 3. Review the Ansible files for provisioning the network

Ansible uses inventory files (inventory.ini, inventory.yml), variables files (group_vars, host_vars), and
playbooks to automate the provisioning. The inventory files are the targets of the automation, in this case, the
Cisco APICs managing the Cisco ACI Fabric. It will have information to connect to the target device. The
variables files contain the configuration parameters. The inventory files and variable files will need to be
modified for each environment.

Step 1. Review inventory, variables, and playbooks for provisioning the network. The Ansible playbooks for
provisioning the network infrastructure and the associated inventory and variables are highlighted in the figure
below.

L— network
|Qu_r!ep1:':3.'_ﬂu::-‘i‘ahr:l'_r.:.\,rml ﬁ Playhmks

— 1lnventory —— @11_aci_create_vlan_pool.yml
—— group_vars — @812_aci_create_aaep.yml

— cisco_dc_fabric _ Variables — 913 ac:!_ cFeate_lsznmain.yml
I: vars —— @14_aci_bind_domain_to_vlan_pool.yml

vault — als:aci bind_aaep_to_domain.yml

— cisco_hx_fi — @16_aci_create_vpc_protection_group.yml
I: vars — @17_aci_create_interface_policies.yml
vault —— @818_aci_create_vpc_interface_policy_group.yml
— cisco_intersight —— B819_aci_create_leaf_interface_profile.yml
vars — @81_aci_configure_access_layer_connectivity.yml
vault — 821_aci_create_tenant.yml

—— 822_aci_create_vrf.yml
——— B23_aci_create_bridge_domains.yml
— B24_aci_create_application_profiles.yml
vault ——— B25_aci_create_epgs.yml
— P:IDST vars — L @826_aci_bind_epg_to_domain.yml
— inventory_main.ini | —— B27_aci_deploy_static_epg_on_vpc.yml

— 82 aci confioure infrastructure tenant.wvml

L— cisco_intersight_hx_std
vars

Note: The playbooks are in the ‘network’ sub-directory under ‘CVD_HC-OCP-HXFI.” The variables and
inventory are in the same ‘inventory’ sub-directory under ‘CVD_HC-OCP-HXFI,” in ‘group_vars’ directory
and ‘inventory_main.ini’ file, respectively.

Step 2. Review the main playbook file for network provisioning. Note that at a high-level, the main playbook
consists of:

o Authenticating with Cisco APIC to provision the ACI fabric. Authentication information is encrypted using
Ansible vault and referenced in the variable files and in the playbook as shown below.

« Configuring the access layer connectivity to Cisco UCS Fl and Cisco HyperFlex servers to provision and
bring up the VPC/PC configuration between Cisco UCS Fabric Interconnects and Nexus 9000 series leaf
switches.

« Configuring the ACI Tenant constructs and policies (Tenant, VRFs, Bridge Domains, Application profiles,
EPGs, Contracts) that enable connectivity through the ACI fabric for the application Cisco HyperFlex VSI
cluster connected to it.
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I' 00_main_deploy_dc-fabricyml ®
network > ! 00_main_deploy_dc-fabric.yml
1 —
2
3 - name: API Login to Cisco APIC
4 hosts: "{{ group | default('cisco_dc_fabric') }}"
5 connection: local
6 gather_facts: false
7 vars:
8 aci_api_login_info: &aci_api_login_info
9 hostname: "{{ inventory_hostname }}"
10 username: "{{ apic_username }}"
11 password: "{{ apic_password }}"
12 Use_proxy: "{{ apic_use_proxy | default(false) }}"
13 validate_certs: "{{ apic_validate_certs | default(false) }}"
14 Dependencies:
15 # None
16 tasks:
17
18 # AMAccess Layer Configuration for HXV Infrastructure: Pools, AAEP, Domain, Interface Policies and Profiles
19 ; > - name: Task_@1 - Configure access layer connectivity to HyperFlex infrastructure-
25
26 # Tenant Configuration for HXV Infrastructure: VRF, AP, BD, EPG
27 § > - name: Task_@2 - Configure tenant policies and profiles to enable connectivity to/from HyperFlex VSI clusters-
75

Note: The playbook tasks are named to reflect their hierarchy within the within the overall collection of
playbooks. The main task is numbered as 00_ , with the two tasks below it as 01_ and 02_ . The sub-tasks
within each of these are then numbered starting with 011_ and 021_ respectively.

Procedure 4. Modify the variables files for executing the Ansible playbooks

To execute the playbook file, the Ansible variables file is populated with the parameters that will be used to
configure the network fabric. The configuration variable names, and the parameters used in this solution are
provided in Table 6. You can use either a text editor or an IDE environment (for example, Microsoft Visual Studio
Code) to edit the variables file.

Note: The variables and parameters in the table below, is not a comprehensive list - it shows the
parameters that are environment specific that the Enterprise administrator must provide and few additional
ones.

Table 6. Access Layer Configuration Parameters

VLAN hxv-inband-mgmt 1171 Cisco HyperFlex iband-
management - SCVM, ESXi

VLAN hxv-cl3-storage-data 1273 Cisco HyperFlex storage data -
SCVM, ESXi

VLAN hxv-vmotion 1371 Cisco HyperFlex vMotion

VLAN hxv-vm-network 1521-1530

VPC protection_group_id 12 VPC ID

Leaf switch ID switch_1_id 103 VPC Leaf switch pair

Leaf switch ID switch_2_id 104 VPC Leaf switch pair
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Interface Policies cdp_policy_name
link_level_policy_name
lldp_policy_name
port_channel_policy_name

12_interface_policy_name

stp_interface_policy_name

Leaf Selector HXV-UCS_FI-Leaf_103-104
Leaf Access Port HXV-FI_p1_1
Selectors

HXV-FI_p1_1

CDP_Enabled
40Gbps-Link
LLDP-Enabled
LACP-Active
VLAN-Scope-Local
BPDU-FG-Enabled
103,104

switch_1_id, switch_2_id

11

1/2

Table 7 lists the ACI tenant networking constructs that enable forwarding through the fabric.

Table 7. ACI Constructs

Variable

Tenant

Tenant Name

VRF Name VRF

Bridge Domain HXV-1B-MGMT_BD

Gateway IP address gateway
Gateway Netmask mask
Bridge Domain HXV-CL3-StorData_BD
Bridge Domain HXV-vMotion_BD
Application Profile HXV-IB-MGMT_AP

HXV-CL3-StorData_AP

HXV-vMotion_AP

EPG HXV-IB-MGMT_EPG
HXV-CL3-StorData_EPG
HXV-vMotion_EPG

Contracts Allow-Common-

L30ut_Contract
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Variable Name Additional Info

HXV-Foundation

HXV-
Foundation_VRF

Cisco HyperFlex iband-management
10.1.171.254
255.255.255.0
Cisco HyperFlex storage-data
Cisco HyperFlex vMotion
Cisco HyperFlex iband-management
Cisco HyperFlex storage-data
Cisco HyperFlex vMotion
Cisco HyperFlex iband-management
Cisco HyperFlex storage-data
Cisco HyperFlex vMotion

Existing contract - allows access to
any network outside the ACI fabric -
Internet, other Enterprise internal
networks
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Allow-1B-MGMT_Contract Allows access to Cisco HyperFlex and
ESXi hosts in the cluster

Allow-INFRA- Allows access to VMware vCenter and

MGMT_Contract other infrastructure management
services running on the Management
cluster

Note: The above tables only show a subset of the configuration parameters required to enable forwarding
of Cisco HyperFlex VSI traffic to other nodes in the cluster, to the Internet, to out-of-band networks and so
on. For a complete list, see variables file in GitHub repository

Procedure 5. Execute the main playbook for provisioning the network infrastructure

Step 1. Identify the main playbook file in the network sub-directory. This main YAML file have a name that
starts with ‘00_".

Step 2. Identify the path to the inventory file relative to where you will run the playbook

Step 3. Run the main playbook to configure networking: ansible-playbook <playbook-name> -i
<inventory_file_name>

(venvl)CVD HC-OCP-HXFI $ ansible-playbook network/00 main deploy dc-fabric.yml -i
inventory/inventory main.ini

Procedure 6. Verify the deployed configuration

Step 1. Login to web GUI of the Cisco APIC cluster managing the ACI fabric.

Step 2. To verify the access layer setup to Cisco UCS Fabric Interconnects and Application Cisco HyperFlex
cluster in the ACI Pod (in this case, Pod1) it connects to. Navigate to Fabric > Inventory > Pod 1 and select the
leaf switch and interface for the connection. Verify that it is up and operational with correct LLDP/CDP neighbor.
Ignore the VLAN info as they ACI internal VLANSs. You can also view the EPGs deployed on the interface.
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el APIC (ACI-F: TP-Site 1) admin e o oue e

System Tenants Fabric

al Networking Admin Operations Apps Integrations

Inventory | Fab

Leaf - AAQE-9336C-FX2-RTP-1(ID - 103) 0 o
Summary Dashboard Topology Interface General Health Faults Troubleshooting History
N - ¥ :
= @
iz
= AADB-9336C-FX2-RTP-1 (Node-103) Mode
= EE 0 E Operational
= 02J0a]osfosf10f 12
B Enabled | |
- Enabled Error ]
- Disabled [}
B PooF Operation - AA06-9336C-FX2-RTP-1(Node-103):(1/1) (A
=1
= Operational Yeploved EPGs
= Oper Speed: 40G Access VLAN:
Oper State: up® MNative VLAN:
Oper State Reason: none Attached Entity Profile: HX\
Interface: eth1/1 A" CDP Neighbor hemet1/31

Description: LLDP Neighbor
Admin State: ug Attached IP;
Usage: epg Attached MAC:

Switching State: er

Destination SPAN Mode: no

Operational VLANs: 6,9,12-14,19.27-30

Allowed VLANS: 6,8,12-14,19,27-30

Layer: Layer2 Port Channel Bundle: pod
Mode: trunk Attached VM:

Step 3. Select the Deployed EPGs tab to see the EPGs deployed on the interface. Repeat for all interfaces on
this leaf switch and the second switch in the pair.

Operation - AA06-9336C-FX2-RTP-1(Node-103):(1/1) 6

Operational  peployed EPGs

Name Tenant Application Profile

HXV-CL3-iSCSI_EPG
HX\V-vMotion_EPG
HX\/-CL3-StorData_EPG
HXV-IB-MGMT_EPG

HC-App1_EPG

HXV-Foundation

HXV-Foundation

HXV-Foundation

HXV-Foundation

HC-Tenant1

HXV-StorData_AP
HXV-vMotion_AP
HXV-StorData_AP
HXV-IB-MGMT_AP

HC-App1_AP

Step 4. You can also verify that there are no faults in the access layer policies by starting with the switch
profile that includes all the policies associated with a subset of leaf interfaces on a specific leaf. Navigate to
Fabric > Access Policies > Switches > Leaf Switches > Profiles and find the profile that defines the access
layer configuration to the Cisco UCS Fl and Cisco HyperFlex. Verify that there are no faults. Use this as a starting
point to verify that there are no faults in all the policies and selector profiles that this profile uses. From the
profile, you can click a policy to navigate to it.

Step 5. To verify the configuration and status of the ACI constructs that enable connectivity through the fabric
(Tenant, VRF, Application Profile, BD, EPG, Contracts, and so on), navigate to Tenants > HXV-Foundation and
verify that there are no faults or errors for each of the above constructs.

Step 6. Verify the contracts by testing reachability to the Internet, VMware vCenter managing the vSphere
cluster and other Enterprise internal networks (for example, out-of-band management interface on Fabric
Interconnects and KVM IP of servers)

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 55 of 214



The network is now ready for deploying the Cisco HyperFlex VSI infrastructure as outlined in the next section.

Deploy Cisco HyperFlex Virtual Server Infrastructure

This section describes the deployment of the on-prem virtual server infrastructure in this hybrid cloud solution.
The on-prem infrastructure in this solution is a Cisco HyperFlex VSI running VMware vSphere, deployed, and
managed using Cisco Intersight. The deployment is automated using Red Hat Ansible playbooks available in the
GitHub repository for Cisco UCS Solutions. The automation will focus on day-0 and day-1 deployment of a new
Cisco HyperFlex VSI cluster for hosting cloud-native applications.

Assumptions
The deployment outlined in this section assumes the following:

o Enterprise has an existing management Cisco HyperFlex cluster in place to host infrastructure and
management components required in this solution.

o For purposes of this document, the management cluster is a Cisco HyperFlex VSI cluster. The
deployment of this cluster will not be covered in this document. It is connected to the same Cisco ACI
fabric through a different Cisco UCS domain. It will be in the same HXV-Foundation tenant and share the
same in-band management and vMotion network as the application Cisco HyperFlex cluster discussed
here.

o For accessing the infrastructure services hosted on the management cluster, ACI fabric exposes a
contract (Allow-INFRA-MGMT_Contract) that is used by the application VSI cluster to enable reachability
between the two. The contract enables VMware vCenter running on the management cluster to manage
the application VSI cluster. It also hosts the DNS, DHCP, Red Hat OCP installer for deploying the
Application OCP cluster.

The deployment procedures outlined in this section will therefore focus on deploying the Cisco HyperFlex
“Application” or workload cluster for hosting cloud-native applications.

Prerequisites
The prerequisites for the Cisco HyperFlex VSI deployment are:

« Cisco data center fabric is provisioned to provide the infrastructure connectivity required to deploy a
Cisco HyperFlex cluster.

o Network services (DNS, NTP) and VMware vCenter are available and reachable from the Application
HyperFlex cluster and Cisco Intersight.

« Application HyperFlex server and Cisco UCS Fabric Interconnects are physically cabled, powered, and
connected to the ACI fabric leaf switch pair.

« Ansible control node or workstation for executing the Ansible playbooks.
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Control node

Inventory

Ansible .{cﬁ’}

Playbook — Network
(Day-2)

Playbook — HyperFlex VSI
(Day-0, Day-1)

Setup Information

Table 8 lists the installation parameters.

Table 8. Cisco HyperFlex - Installation Parameters

Cisco UCS Manager IP and - 192.168.171.192 <Login Credentials>
Login Credentials

Intersight Account & Login = <collect>

Cisco UCS Manager Fl - Claim - <collect>

Code

Cisco UCS Manager Fl - - <collect>

Device ID

Git Hub Repo - https://qgithub.com/ucs-compute-solutions/Hybrid-
Cloud/tree/main/CVD HC-OCP-HXFI
Ansible scripts for provisioning the Cisco HyperFlex VSl is in the
compute directory.

Other All variables required to execute the Ansible scripts are defined
in the files below, located in a separate directory called
inventory in the above repo:
inventory > group_vars > cisco_hx_fi
inventory > group_vars > cisco_intersight
inventory > group_vars > cisco_intersight_hx_std_servers

Deployment Steps

This section describes the procedures for deploying an Application HyperFlex VSI cluster. The application
cluster connects to a pair of Cisco UCS Fabric Interconnects that is dual-homed to a pair of leaf switches in the
data center fabric. A built-in installer on Cisco Intersight will remotely deploy the cluster. The Ansible
automation will provide the necessary configuration parameters and initiate the install of a Cisco HyperFlex VSI
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cluster using Cisco Intersight. The parameters provided are the same as the inputs to the installer wizard on
Intersight GUI.

To deploy a Cisco HyperFlex cluster using Intersight, the Cisco UCS Fabric Interconnects that the Cisco
HyperFlex servers connect to must be first claimed in Cisco Intersight. The Ansible script provided will use the
Cisco UCS FI and Intersight information in the Ansible inventory file to:

o Connect to the out-of-band management interfaces on Cisco UCS FI

o Collect the Claim Code and Device ID

o Connect to Cisco Intersight

o Claim the Cisco UCS Fabric Interconnects as targets in Cisco Intersight

Once the Fl is claimed, Intersight will discover the Cisco HyperFlex servers connected to it. The script will then
use the server information to dynamically update the Ansible inventory file. A dummy inventory item must be
provided as a placeholder in the inventory file to enable the dynamic inventory update. Ansible and Cisco
Intersight will use the Cisco HyperFlex server information to deploy and provision the Cisco HyperFlex VSI
cluster. The script also provides an option to (1) validate the provided configuration (without deploying) or (2)
validate and deploy the configuration.

Once the install is kicked off, status of the install can be monitored directly from Intersight. The install itself will
take some time (< 1 hour) to complete but most of it is unattended. If any failures occur, the install will stop, and
you will have to address the issue and restart from Intersight. The script currently does not have the ability to
restart a stalled install. If you have met all the pre-requisites outlined in the Cisco documentation and the pre-
install validation checks were successful with no errors/warnings, then the install should complete successfully.

Note: The Cisco HyperFlex VSI install will implement best practices and deliver a fully-functional, hyper-
converged virtual server infra platform that is ready for deploying applications, either traditional or cloud-
native, making it simple and easy for IT and DevOps team to quickly spin up a new environment with
compute and storage. The cluster can also be easily expanded, upgraded (full-stack) and generally
managed post-deployment from Cisco Intersight.

Procedure 1. Prerequisite - Setup an Ansible Control Node running MacOS

The steps for configuring this and additional information is explained in the Solution Deployment > Provision
Network Infrastructure > Deployment Steps section of this document.

Procedure 2. Clone Git Hub repository for Cisco HyperFlex VSI deployment

To access the Ansible playbooks in the GitHub repository (repo), clone the Git Hub repo as explained in the

Solution Deployment > Provision Network Infrastructure > Deployment Steps section of this document. Skip this
if you’ve already done this for accessing the Ansible network scripts.

The repo is located here: https://github.com/ucs-compute-solutions/Hybrid-Cloud/ in a sub-directory called
CVD_HC-0OCP-HXEFI. The cloning will generate a local copy of the repo in GitHub. The Cisco HyperFlex VSI

scripts will be in a sub-directory called ‘compute.’

Procedure 3. Create Intersight APl Keys for API authentication

To use Ansible playbooks to deploy the cluster from Cisco Intersight, Ansible needs APl access to Intersight.
This access is enabled through Intersight API keys (API Key ID, Secret Key). The API Key ID is visible and
available after the initial key creation. The secret key is an RSA Private Key, and it is only available at API Key
creation so it should be saved in a secure location.
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Step 1. Use a web browser and navigate to Intersight.com. Login using an admin account.
Step 2. Select System from the drop-down list in the top left-hand side of the Intersight GUI.
Step 3. Select and click API Keys in the left-hand navigation pane.

Step 4. Click Generate API Key button on the upper-right side of the window.

Step 5. In the Generate API Key pop-up window, enter a Description for the key, select the radio button for
API key for OpenAPI schema version2 radio button, and click Generate.

Generate APl Key

Description
Ansible Automation for Hybrid Cloud

APl Key Purpose ©

(@) AP key for OpenAPl schema version 2 @

AP key for OpenAPl schema version 3 (This is a feature in
preview and for SDK developer use only)

Step 6. Click the icon to copy the API Key ID and update the API Key ID variable int in the
inventory/group_vars/cisco_intersight/vault file. The vault will be encrypted, and the Key ID will be referenced
by a variable in the inventory/group_vars/cisco_intersight/vars file for use by the playbook tasks as shown
below.

wcup_wc_ock-HxFRl  [% B U3 @ iwentory > group_varg > cieo_intersight > | vault
3 compute 1 ==
“ invantory *  #lcisco_intersight:vars]
3 wvault_imtersight_api_private_key: "= Downloads/Secretkey. tet"
¥ groaup_vars 4 wvault_intersight_api_key_id: *
w eigen_de_fabic

vars
walt
» cisoo_hx_fi
~ gigsen_jntersight

Vars

weVD HC ocP-HXFI [% B U @  inventory > group_vars > cisco_intersight > | vars
¥ compute 1

#[cisco_intersightzvars]
intersight_api_private_key: “{{ wault_intersight_api_private_key }}"
intersight_api_key_id: "{{ vault_intersight_api_key_id }}"

“ imwertory
~ @roup_vars
v Cigeo_ge_fabric
Vars

LI - R ]

vault
» cisgo_ho_fi
~ claco_intersight

Step 7. Click the icon to save the Secret Key to text file. Rename and save the file in a secure location. Update
the private key variable in inventory/group_vars/cisco_intersight/vault file. The secret key will be referenced
by a variable in the inventory/group_vars/cisco_intersight/vars file for use by the playbook tasks.

Procedure 4. Review the Ansible files for Cisco HyperFlex VSI deployment
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Ansible uses inventory files (inventory.ini, inventory.yml), variables files (group_vars, host_vars), and
playbooks or scripts to deploy a Cisco HyperFlex VSI cluster using the inventory and input variables provided.
The inventory files are the targets of the automation which in this case are Cisco UCS FlI (for claiming the
servers) and Intersight (t deploy and manage the cluster). Inventory will provide information to connect to the
target device. The variables files contain the configuration parameters. The inventory files and variable files will
need to be modified for each environment and deployment.

Step 1. Review inventory, variables, and playbooks for deploying a Cisco HyperFlex VSI cluster. The Ansible
playbooks and the associated inventory and variables are highlighted in the figure below.

p—— compute
. [— ®8_main-compute-hx-std.yml ﬁ PlaybOOkS
— inwventory

= B1_intersight_create_hx_std_cluster_configuration.yml

= HEOUp_MArs . — B2_intersight_assign_nodes_to_hx_std_cluster_profile.yml
— cisco_dc_fabric = B3_intersight_validate_hx_std_cluster_configuration.yml
vars = B4_intersight_deploy_hx_std_cluster.yml
vault = B5_hyperflex_execute_post_install_script.yml

— cisco_hx_fi |— 18_ucsm_api_login.yml

t vars h — 11_ucsm_get_device_connector_status.yml

vault = 12_ucsm_enable_device_connector.yml

| s - - = 13_ucsm_get_device_identifier.yml

nlsn:;i:tnrslght = 14_ucsm_get_claim_code.yml

= 15_intersight_claim_target.yml
- vaL.'Ilt - — 15_intersight_unclaim_target.yml

— cisco_intersight_hx_std — 16_intersight_update_inventory_hx_std.yml

vars = 17 _ucsm_configure_ucs_uplink_pcl.yml
vault = 17 _ucsm_configure_uplinks copy.yml
I— host_vars — 17_ucsm_configure_uplinks.yml

— inventory_main.ini | = 31_intersight_create_organization.yml
= 32_intersight_create_resource_group.yml
= 33_intersight_create_hx_cluster_profile.yml
= 34_intersight_create_hx_software_policy.yml

= 35_intersight_create_hx_local_credential_policy.yml
= 36_intersight_create_hx_sys_config_policy.yml

= 37_intersight_create_hx_vcenter_config_policy.yml
= 38_intersight_create_hx_cluster_storage_policy.yml
= 39_intersight_create_hx_auto_support_policy.yml
= &4B_intersight_create_hx_node_config_policy.yml

—— 41_intersight_create_hx_cluster_network_policy.yml
= &2_intersight_create_hx_http_proxy_policy.yml

= &43_intersight_create_hx_external_fc_storage.yml
= &4_intersight_create_hx_external_iscsi_storage.yml

The playbooks are in the ‘compute’ sub-directory under ‘CVD_HC-OCP-HXFI.” The variables and inventory are
in the same ‘inventory’ sub-directory under ‘CVD_HC-OCP-HXFI,’ in ‘group_vars’ directory and
‘inventory_main.ini’ file, respectively.

Step 2. Review the main playbook file for deploying a Cisco HyperFlex VSI cluster. Note that at a high-level,
the main playbook consists of:

o Authenticating with Cisco UCS Manager and Cisco Intersight. Authentication information is encrypted
using Ansible vault and referenced in the variable files and in the playbook as shown below.

compute » | 31_intersight_create_organization.yml
1 —
2
3 — name: Define anchor for Intersight API login info
4 set_fact:
5 intersight_api_login_info: &intersight_api_login_info
[ api_private_key: “{{ intersight_api_private_key }}"
7 api_key_id: "{{ intersight_api_key_id }}"
8 api_uriz “{{ intersight_api_uri | default{omit) }}"
9 validate_certs: “{{ intersight_validate_certs | default{omit) }}"
lﬂg state: “{{ intersight_state | default{omit) }}"
11

¢ Connect to Cisco UCS Manager and collect device claim info
o Connect to Cisco Intersight and claim device, update Ansible inventory with Cisco HyperFlex server info

« Validate and deploy Cisco HyperFlex VSI from Cisco Intersight

Step 3. The playbook tasks are named to reflect their hierarchy within the overall collection of playbooks. The
main task is numbered as 00_ , with the first-level tasks below it as 01_ and 02_ . The sub-tasks or the
second-level within each are then numbered starting with 011_ and 021_ and so on.
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Procedure 5. Modify the variables files for executing the Ansible playbooks

To execute the playbook file, the Ansible variables file is populated with the parameters that will be used to
deploy the Cisco HyperFlex VSI cluster within the overall collection of playbooks. The configuration variable
names, and the parameters used in this solution are provided in Table 9. You can use either a text editor or an
IDE environment (for example, Microsoft Visual Studio Code) to update the variables file.

Table 9. Cisco HyperFlex VSI Cluster Configuration

Variable Type

VLAN

VLAN

VLAN
VLAN

KVM

Jumbo Frames

DNS, NTP and
Timezone

Auto Support

Node IP Ranges

hxv-inband-mgmt 1171 Cisco HyperFlex iband-
management - SCVM, ESXi

hxv-cl3-storage-data 1273 Cisco HyperFlex storage data -
SCVM, ESXi

hxv-vmotion 1371 Cisco HyperFlex vMotion

hxv-vm-network 1521-1530

Starting IP 192.168.171.111

Ending IP 192.168.171.114

Subnet Mask 255.255.255.0

Gateway 192.168.171.254

N/A Yes

Timezone America/New_York

DNS Suffix hc.com

DNS Server (s) 192.168.171.240

NTP Server(s) 192.168.171.254

Auto-Support Yes

Send Service Ticket hc-admin@xyz.corp

Notification to

Management Network Starting 10.1.171.111
IP

Management Network Ending  10.1.171.114
IP

Management Network Subnet 255.255.255.0

Mask

Management Network 10.1.171.254
Gateway

SCVM Network Starting IP 10.1.171.161
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Storage Configuration

vCenter

Security

Cluster Profile

The deployment will result in the following policies and profiles in Cisco Intersight:

SCVM Network Ending IP
VDI Optimization

Logical Availability Zones
vCenter Server FQDN or IP
vCenter Username
vCenter Password
vCenter Datacenter Name
Hypervisor Admin

The hypervisor on this node
uses the factory default
password

Hypervisor Password

Controller VM Admin
Password

Profile Name
Profile Description

Cisco HyperFlex Management
Platform

Cisco HyperFlex Hypervisor
Type

Cisco HyperFlex Management
IP

Cisco HyperFlex MAC Prefix

10.1.171.164

No

No

vc1-1.hc.com
administrator@vsphere.local
HC-App-Site1

root

Yes

HC-CL3

F

ESXi

10.1.171.110

00:25:B5:03

Cisco HyperFlex WWXN Prefix 20:00:00:25:B5:03

Cisco HyperFlex Replication
Factor

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

3

Page 62 of 214



4 HyperFlex Clusters

HC-CL3 (==

Overview Operate Profile Capacity Runway Performance Health Check

Datails Configuration

Cluster Backup Nodes Results

Status
@ 0K
Cluster Metwork HE-CL3-cluster-network_policy (£
DNS, MTP and Timezone HEC-CL3-sys-config_policy (E]
MName
HC-CL3 Auto Support HC-CL3-auto-support_policy (&
Dascription Mode IP Ranges HEC-CL3-node-config_policy (£
Hybrid Cloud CVD with Redhat OCP -
and Cisco HyperFlex Storage Configuration HC-CL3-cluster-storage_policy (5
wienter HEC-CL3-veenter-config_policy (2]
Last Update
Sep 21, 2022 11:41 PM Security HC-CL3-local-credential_policy (5]

Procedure 6. Execute the main playbook to deploy the Cisco HyperFlex VSI cluster

Step 1. Identify the main playbook YAML file in the compute sub-directory. This main playbook will have ‘00_’
in the name.

Step 2. Identify the path to the inventory file relative to where you will run the playbook

Step 3. Run the main playbook to deploy Cisco HyperFlex VSI: ansible-playbook <playbook-name> -i
<inventory_file_name>

(venvl)CVD HC-OCP-HXFI $ ansible-playbook compute/00 main deploy hx-std.yml -i
inventory/inventory main.ini

Step 4. The high-level tasks in the main playbook for Cisco HyperFlex VSI is shown below:

compute > | 00_main-deploy-hx-std.yml
1 —
2
3 > - name: API Login to UCSM and collect device claim info (for use by Intersight) -
61
62 » — name: API Login to Intersight and Claim Device-
85
86 » — name: Configure and deploy HyperFlex Standard Cluster from Intersight -
134

Step 5. At some point during the playbook execution, the script will prompt you for a deployment action i.e.,
[1] Validate Only (without deploying) or [2] Validate and Deploy.

Step 6. Choose Option [1] initially and monitor the validation from Cisco Intersight. Verify that there are no
errors or warnings, otherwise address them before proceeding. Re-validate multiple times until you’re sure
there are no errors. Instead of re-running the validation, you can also choose ‘Continue’ or ‘Retry’ in Intersight.

Step 7. When the validation is successful with no errors or warning, run the playbook again but using Option
{2] this time.

Procedure 7. Monitor the validation and deployment from Cisco Intersight

Once the script kicks off the install with the configuration parameters provided, you should monitor the
deployment from Cisco Intersight.

Step 1. From Intersight, select Infrastructure Service from the drop-down list near the top left side of the GUI

Step 2. Select Operate > HyperFlex Clusters and select the Application cluster (in this case, HC-CL3) from
the list.
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Step 3. Navigate to Overview > Events > Requests. You should see the install that was just kicked off. Select
and click it to observe the validation and deployment process.

Step 4. The figure below shows the Intersight GUI during the install process. The Intersight GUI has since been
refreshed so the Ul will look different for your install, but the information provided during this process should be
similar.

Procedure 8. Complete post-install tasks - run post-install script

When the installation is complete, a few post-install configuration and best-practices should be implemented
using a post-install script. The script should be run before deploying any production workloads on the cluster.
The script can:

 License the hosts in VMware vCenter

o Enable HA/DRS on the cluster in VMware vCenter

e Suppress SSH/Shell warnings in VMware vCenter

o Configure vMotion in VMware vCenter

o Configure additional guest VM networks and port-groups
o Perform HyperFlex Health check

Step 1. SSH into Cluster Management IP of the Cisco HyperFlex Cluster. Login using the ‘admin’ account and
Storage Controller VM password provided during installation.

Step 2. Run the following command in the shell, and press enter: hx_post_install
Step 3. Select the first post_install workflow type - 1. New/Existing Cluster.

Step 4. Enter the HyperFlex Storage Controller VM root password for the cluster (the one entered during
installation).

Step 5. Enter the vCenter server username and password.
Step 6. Enter ESXi host root password (the one entered during installation).

Step 7. You must license the vSphere hosts through the script or complete this task in vCenter before
continuing. You will need a valid license or HA/DRS in the next step will result in an error. Enter “n” if you have
already deployed a license in vCenter.

Step 8. Enter “y” to enable HA/DRS if you have the appropriate licensing to enable these features.
Step 9. Enter “y” to disable the ESXi hosts’ SSH warning.

Step 10. Add the vMotion VMkernel interfaces to each node by entering “y.” Input the netmask, the vMotion
VLAN ID, plus a starting and ending vMotion IP address range to be used by the hosts. The script will assign the
addresses in sequential order.

Step 11. You can add more VM network port groups for guest VM traffic via the script. Enter “n” to skip this
step. If desired, enter “y” and enter the information for the additional port groups and VLAN IDs. The VM
network port groups will be created and added to the vm-network vSwitch. This step will add identical network
configuration to all nodes in the cluster.

Step 12. The script will run a health check on the cluster and display cluster summary - confirm the cluster is
healthy.
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Terminal  Sessions  View Xserver Tools Games Seftings Macros Help
@ % ® £ x @ W VY & L 0
Session  Servers Tools Games Sessons  Vew Sobt  MutExec Tunnelng Packages Settrgs o
A1 Home - PRIEER}RT!) &

admin:~$ hx_post_install
Select post_install workflow-

1. New/Existang Cluster
2. Expanded Cluster (for non.edge clusters)
3. Generate Certificate

Note: wWorkflow No.3 1s mandatory to have unique SSL certificate in the cluster.
B; Generating this certificate, it will replace your current certificate
If you're performing cluster expansion, then this option is not reguired

Selection: 1

Cluster IP/FQON : 10.1.171.110

HX CVM admin password:

Getting ESX hosts from WX cluster...

vCenter URL: 10.18.171.23)

Enter vCenter username (user@domain): administrator@esphere.local
vCenter Password:

Found datacenter HC-App-Satel

Found cluster HC-CL3

post_install to be run for the following hosts:
1e.1.171.111
16.1.171.112
10.1.171.113
10.1.171.114

Enter ESX root password:
Enter vSphere license key? (y/n) n

Enable HA/DRS on cluster? (y/n) y
Successfully completed configuring cluster Ma
Successfully completed configuring cluster DRS.

Disable SSM warning? (y/n) y

Add vmotion interfaces? (y/n) y

Netmask for vMotion: 295.255.2%%.0

VLAX ID: (0-4096) 1371

vMotion MTU 15 set to use jumbo frames (0000 bytes). Do you want to change to 1500 bytes? (y/n) n
Do you wish to enter the range of vMotion IPs 7(y/n) y

Please enter vMotion Ip range (format: IP_start-IP_end) 169.0.171.111-169.0.171.114
vmotion ip 169.0.171,111 used for 10,1.171.111

Adding wveotion-1371 to 10.1.171.11)

Adding vekernel to 10,1,171.111

Vmotion 1p 169.0.171.112 used for 10.1.171.112

Adding vsotion-1371 to 10,1.171.112

Adding vekernel to 10.1.171.112

vmotion ip 169.0.171.313 used for 10.1.171.113

Adding vmotion-1371 te 10.1.171.113

Adding vekernel to 10.1,171,113

vmotion ip 169.0,.171,114 used for 10.1.171.114

Adding vmotion-1371 to 10.1.171.114

Adding vekernel to 10.1.171.114

Add WM network VLANs? (y/n) y

Enter UCSM 1P address: 192.108.171.192

UCSM Username: admin

UCSM Password:

HX UCS Sub Organization: MC-CL3

Port Group Name to add (VLAN ID will be appended to the name in ESX: host): hxv-vm.network
VLAN ID: (0-4096) 1522

Adding VLAN 1522 to FI

Do you want to add VLAN to VLAN Group’? (y/n) n

Fotching MU from vm-network-a WNIC template, Org name : MC-CL3
Adding VLAN 1522 to va-network-a WNIC tesplate, MTU : 1500

UCS Create VLAN : VLAN 1522 added to vm-network-a WNIC template
Adding hxv-vm-network.1%22 to 10.1.171.11}

Adding hxv.vm-network 1522 to 10.1.171.112

Adding hxv-ve-network- 1522 to 10.1,171.11)

Adding hxv-vm-network 1522 to 10.1.171.114

Add additional WM network VLANS? (y/n) n

validating cluster health and configuration,

Cluster Summary:
Version - 5.0.2a-41731
Model - MXAF220C-MSSX
Moalth « HEALTHY
ASUP enabled - False
UNREGISTIRID VERSION - Moase sopnort MobaXterm by mbeo g 10 e irofemsonsl edton here Mipe | mobarierm mobatet ret

Procedure 9. Post-install tasks - Create datastores

To use the cluster, at least one datastore should be created before a Red Hat OCP cluster can be deployed on
the Cisco HyperFlex VSI cluster. This task can be completed from Cisco Intersight.

Step 1. Use a web browser and navigate to Intersight.com and login using an admin account.

Step 2. Select Infrastructure Services from the drop-down list in the top left side of the Intersight GUI.
Step 3. Click HyperFlex Clusters in the left navigation bar

Step 4. Select the Application HyperFlex cluster (in this case, HC-CL3) from the list in the right window.
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Step 5. Navigate to Operate > Datastores.
Step 6. Click Create Datastore from the right window.

Step 7. In the Create Datastore pop-up window, specify a Datastore Name and size (Capacity). For most
applications, leave the Block Size at the default (8k). Only dedicated Virtual Desktop Infrastructure (VDI)
environments should choose 4K Block Size.

. nter 1ht %o . s
o Intersigl +*S Infrastructure Service

i@ Operate -
Servers
Chassis
Create Datastore
Fabric Interconnects
@ Cisco a i of 15 per
Networking HyperFiex cluster. Additional datastores increases
hypervisor bootup time and may result in falled upgrades
HyperFlex Clust due to timeouts.
Datastore Name *
Virtualization HC-CL3-DS1
Kubornetes
Integrated Systems
2 Configure

Step 8. Click Save.

The Cisco HyperFlex VSl is now ready for deploying the Red Hat OpenShift Container Platform as outlined in the
next section.

Deploy Red Hat OpenShift Container Platform (On-Prem)

This section describes the deployment of the on-prem Kubernetes environment in this hybrid cloud solution.
The Kubernetes environment deployed in the solution is Red Hat OpenShift Container Platform, deployed and
managed from the cloud using Red Hat Hybrid Cloud Console. The cluster is deployed using the automated
installer-provisioned infrastructure (IPI) method. The installer will prompt the user for minimal values to collect
information that is environment and deployment specific. Red Hat does support customizations, but the IPI is the
fastest way to deploy a production-ready OCP cluster. Other methods are outside the scope of this document

Prerequisites
The prerequisites for deploying Red Hat OCP are:

« Management infrastructure for deploying an installer workstation. The installer will need access to the
Internet, Cisco HyperFlex VSI cluster, and VMware vCenter managing the vSphere cluster. Installer is
supported on Linux and MacOS. Post-deployment, the installer will be used for SSH access and other
management functions.

¢ Application Cisco HyperFlex VSI running VMware vSphere to host the Red Hat OCP cluster. The cluster
should be fully licensed with vSphere HA/DRS enabled to ensure availability of the virtual machines that
will serve as control and worker nodes in the Red Hat OCP cluster. Also, the cluster must be provisioned
for at least one datastore for the VMs deployed by OCP.

« A valid Red Hat account to login to Red Hat Hybrid Cloud Console. Hybrid Cloud Console is used to
centrally deploy and manage the on-prem and public cloud OCP clusters in the Enterprise.
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¢ VLAN and IP subnet for the Red Hat OCP cluster. OCP cluster is deployed on a guest VM network on
Cisco HyperFlex VSI. All nodes in an OCP cluster must be in the same VLAN. The VLAN must be
provisioned in the ACI fabric, Cisco UCS Fabric Interconnects (port-channel uplinks), Cisco HyperFlex
server (VNIC templates), and VMware ESXi hosts. A guest VM network deployed during Cisco HyperFlex
VSl install will be used for the Red Hat OCP cluster. If the guest VLAN is provisioned using the Cisco
HyperFlex installer or the post-install scripts, it will take care of configuring the VLAN across the different
component, but the Cisco ACI fabric will still need to be provisioned.

o The ACI fabric will be the default gateway for the IP subnet allocated to the guest VM network and OCP
cluster. The OCP clusters will use the ACI fabric for reachability to destinations outside the cluster based
on established contracts. The ACI fabric will provide Internet access which will provide reachability Red
Hat Hybrid Cloud Console, quay.io, Operator Hub and other services in the cloud. It will also enable the
default Telemetry service running on the cluster to automatically register with the Hybrid Cloud Console.
Telemetry service also provides remote health monitoring. The ACI fabric will also provide reachability to
network services (DNS, DHCP, NTP), VMware vCenter, and Installer workstation hosted on a management
cluster in the ACI fabric. Post-install, the installer will be used for SSH and debugging purposes and
therefore will continue to need access to the OCP cluster.

« Installer requires two static IP addresses: [1] APl address to access the cluster APl and [2] Ingress
address for cluster ingress traffic.

e DNS - The following DNS records for the two static IP addresses must be in place prior to install.

Component Record Description

APIVIP api.=cluster_name=>.<base_domain=. This DNS A/AAAA or CNAME
record must point to the load
balancer for the control plane
machines. This record must be
resolvable by both clients
external to the cluster and
from all the nodes within the
cluster.

Ingress VIP *.apps.=<cluster_name=.<base_domain=. A wildcard DNS A/AAAA or
CMNAME record that points to
the load balancer that targets
the machines that run the
Ingress router pods, which are
the worker nodes by default.
This record must be resolvable
by both clients external to the
cluster and from all the nodes

within the cluster.

« DHCP is required to provide IP addresses to the cluster nodes (control/master, compute/worker). The
DHCP server must be available and provisioned with a DHCP scope for the OCP subnet before the OCP
cluster installation can begin.

e NTP - OCP cluster nodes should be configured for NTP, ideally during DHCP process.

e SSH Access - To debug the installation and for disaster recovery and other post-install activities, the SSH
public keys must be provided to the OCP installer to authenticate the access. The key will be passed to
the nodes through the initial configuration (ignition) files. The nodes will add the keys to the
~[.ssh/authorized_keys list for the core user to enable password-less authentication.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 67 of 214



« VMware vCenter root CA certificates - To install the OCP cluster, the installer needs access to the
VMware vCenter API. For this, the vCenter’s root CA certificates must be added to the system trust on the
OCP installer workstation.

Setup Information

Table 10 lists the installation parameters for the on-prem deployment.

Table 10. Red Hat OCP - Installation Parameters for on-prem deployment

Variable

DNS Server IP
Base DNS Domain

Red Hat OCP Cluster
Name

API VIP
Ingress VIP
DHCP Server IP

DHCP Scope

NTP Server IP
Default Gateway IP

VMware vCenter IP (&
Login)

vCenter Datacenter
Name

vSphere Cluster Name

vSphere Datastore
Name

vSphere Virtual Network hxv-vm-network-1521

Deployment Steps

Variable Name

api.ocp11.hc.com

*.apps.ocp11.hc.com

vc1-1.hc.com

Value

10.10.171.240
hc.com

ocp11.hc.com

10.171.11.252
10.171.11.253
10.10.171.240

10.171.11.1 -
10.171.11.250

192.168.171.254

10.171.11.254

10.10.171.241

HC-App-Site1

HC-CL3

HC-CL3-DS1

VLAN 1521

Login Credentials

For use by OCP Installer

For use by OCP Installer

For use by OCP Installer

For use by OCP Installer

The section provides the procedures for deploying a Red Hat OCP cluster on a VMware vSphere HyperFlex

cluster.

Procedure 1. Generate a key pair for SSH access to Red Hat OCP cluster

The commands you need are:

Commands

ssh-keygen -t rsa -N '' -f <path>/<file name>
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]
Commands

eval "$ (ssh-agent -s)"

ssh-add <path>/<file name>

Step 1. On the installer workstation running a Linux operating system, use the following command. You can
generate the key using rsa or edcsa algorithm.

ssh-keygen -t rsa -N '' -f ~/.ssh/id rsa

Step 1. Add the SSH private key identity to the SSH agent for your local user. If the ssh-agent process is not
already running for your local user, start it as a background task:

eval "$(ssh-agent -s)"
Step 2. Add your SSH private key to the ssh-agent using the command:
ssh-add ~/.ssh/id rsa

This key is provided as input to the installer. Installer will add it to the ignition files that are used to do the initial
configuration of the OCP nodes. Once the OCP cluster is deployed, you will be able to access the cluster as
user ‘core’ without the need for password.

Procedure 2. Download vCenter’s root CA Certificates to OCP installer’s system trust

Note: The installer needs APl access to VMware vCenter to deploy the OCP cluster.

Step 1. Use a web browser to navigate to VMware vCenter. Login using an admin account.

Step 2. From the vCenter home page, select and click Download trusted root CA certificates from the
bottom left side of the window. A download.zip file downloads.

- O] X
i CiscoHy X | [P vSphere X ‘ @ nstall O X | G Installine X | (5 vSphere X | @ ocp-inste X @ Welcom: X | + v
& C A Notsecure | hitpsi//dmz-vchc-rtp9.cisco.com v 0 & :
vmware
Getting Started For Administrators
Web-Based Datastore Browser
LAUNCH VSPHERE CLIENT (HTML5)
Use your web browser to find and downioad files (for
Documentation example, virtual machine and virtual disk files).

Browse datastores in the vSphere inventory
VMware vSphere Documentation Center For Dyveiopies

vSphere Web Services SDK
Leam about our latest SDKs, Toolkits, and APIs for
managing VMware ESXi and VMware vCenter. Get
sample code, reference documentation, participate in
our Forum Discussions, and view our latest Sessions
and Webinars.

Learn more about the Web Services SDK

Browse objects managed by vSphere

Browse vSphere REST APIs

I Download trusted root CA certificates I

Step 3. Extract the vCenter root CA certificates from the downloaded file.

Step 4. Copy the certificates to the system trust for the operating system running on your workstation.
cp certs/lin/* /etc/pki/ca-trust/source/anchors

Step 5. Update the system trust on your workstation.
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update-ca-trust extract

|[administrator@ocp-installer ~]$ unzip download.zip
|Archive: download.zip

inflating: certs/lin/1b76b6be.

I

inflating: certs/mac/1b76bébe.

inflating: certs/win/1b76b6be

inflating: certs/lin/le74695a.

inflating: certs/mac/1e74695a.

inflating: certs/win/1e74695a.

inflating: certs/lin/1b76b6be.

inflating: certs/mac/1b76b6be.

inflating: certs/win/1b76bébe.

inflating: certs/lin/1e74695a.

inflating: certs/mac/1e74695a

inflating: certs/win/1e74695~.2.27¢
[administrator@ocp-installer $ sudo cp certs/lin/* Jetc/pki/ca-trust/source/an
|[[sudo] password for administraiss:
[[administrator@ocp-installer ~'¢
[[administrator@ocp-installer $ sudo update-ca-trust extract
[[administrator@ocp-installer ~1s §

Procedure 3. Create DNS records for the Red Hat OCP cluster

Step 1. Create the API and Ingress DNS records required to deploy the OCP cluster. The records on a
windows DNS server are shown below.

* m

[

File Action View Help
e amXEczHm iEa

£ DNs =
v § ADI New Host X "
va F?M"d Lookup Zones Name (uses parent domain name if blank): - o
v & hF.com [op
1 ocpl L
- ocpll [ api.ocp11.hc.com. ]
v | Reverse Lookup Zones :
2 0.171.10.in-addr.arpa IP address:
21 171.1.10.in-addr.arpa [m.m.n.zszl
) r 171.10.10.in-addr.arpa Screste = TR0 record

) 171.2.10.in-addr.arpa

» 1 171.3.10.in-addr.arpa
> o1 171.4.10.in-addr.arpa
» 1 96.171.10.in-addr.arpa
» r 11.171.10.in-addr.arpa

v | Conditional Forwarders
- hc-rtp9.cisco.com

=l
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Eé, DNS Manager
File Action View Help

e D XE = H

* Properties ? X
£ DNS o
ﬁﬂ i Ap1-1 Host (A) "
~ [ ]| Forward Lookup Zones Host (uses parent domain if left blank):
w [2] hc.com |E |
» [ ocpl
v [ ocpll Fully qualified domain name (FQDM):
| apps * apps.ocpll.hc.com |
s [ ocpx
» || Reverse Lookup Zenes IP address:
~ || Conditional Forwarders | 10.171.11.253 |
=1 hc-aws.com ) _
» |21 he-rtpd.cisco.com EZJupdate associated pointer (TR) record

Procedure 4. Create a DHCP scope for the Red Hat OCP cluster

Step 1. Create a DHCP scope for the OCP cluster with scope options for Gateway, DNS server, base DNS
domain and NTP. The DHCP configuration on a Windows DHCP server is shown below.

¥ oH
A ) ! New Scope Wizard
File Action View Help
“a i B 62| Bim E IP Address Range
.| RN & B = ‘ . b2 ; You define the scope address range by identifying a set of consecutive IP addresses.
@ DHCP
v § adl-l.hc.com
v 3 lpva Configuration settings for DHCP Server
_j Server Options Enter the range of addresses that the scope distributes.
7] Scope [10.4.171.0] XSeries-1B-mg
» [ Scope[10.10.171.0] Local-Scope_ ot ¥ pckonn: | 10 . 171. 11 . 1
| Scope [10.171.0.0) OCP1 End IP address: 10 .171. 11 . 250
> ] Scope[10.171.96.0] XSeries-OCP
B Pplucnes Configuration settings that propagate to DHCP Client
> ¥ Filters
B IPv6
Length: | 2=
Subnet mask: |255 255.255. 0
< < Back Cancel |
n
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¥ DHCP

File Action View Help

e 2mcz Bn e
g D_HCP Option Name Vendor Value
v e "f'l';':"w"‘ i) 003 Router Standard 10.171.11.254
sy S [10.171.11.0] OCP11 i2 006 DNS Servers Standard 10.10.171.240
VG R ) iz 015 DNS Domain Name Standard hc.com
{4 Address Pool )
i 042 NTP Servers Standard 192.168.171.254

@ Address Leases
5/ Reservations

Scope Options
J| Policies

Procedure 5. Download the Red Hat OCP installer and other tools from Red Hat Hybrid Cloud Console

Step 1. Use a web browser and navigate to Red Hat Hybrid Cloud Console at console.redhat.com. Login to
your Red hat account.

Step 2. From the left navigation pane, select and click OpenShift.

Step 3. Navigate to Clusters and click Create Cluster.

Red Hat
Hybrid Cloud Console

All apps and services «

OpensShift Clusters

Clusters

Overview ter e orl Y Cluster type = Create cluster

Step 4. Navigate to the Data Center tab.

Red Hat
Hybrid Cloud Console

All apps and services ~

OpenShift Clusters > Create

Create an OpenShift cluster

Clusters

Overview

& Cloud = Datacenter

Step 5. Scroll down and click VMware vSphere for the infrastructure provider.
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— Red Hat s
= Hybrid Cloud Console All apps and services ~ 2 @ . Arch

. Other datacenter options
OpenShift
Create clusters on supported infrastructure using our extensive documentation and installer program.

Clusters

Infrastructure provider Installation options
Overview
Polonses Bare Metal (x86_64) Full stack automation and pre-existing infrastructure
Developer Sandbox Bare Metal (ARM) Full stack automation and pre-existing infrastructure
Downloads

Azure Stack Hub Full stack automation and pre-existing infrastructure
b IBM Z Pre-existing infrastructure
WVulnerability

Power Pre-existing infrastructure
Subscriptions
Cost Management

Mutanix AOS Full stack automation and pre-existing infrastructure
Support Cases &

Red Hat OpenStack Full stack automation and pre-existing infrastructure
Cluster Manager Feedback &

Red Hat Virtualization Full stack automation and pre-existing infrastructure

Red Hat Marketplace &

Documentation & Full stack automation and pre-existing infrastructure

it redhat.com/of hiftfsandbox

Step 6. Select the Automated, CLI-based Installer-Provisioned Infrastructure (IPl) method.
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— Red Hat
— Hybrid Cloud Console

OpenShift
Clusters

Overview

Releases
Developer Sandbox

Downloads

Advisor
Vulnerability
Subscriptions

Cost Management

Support Cases &

Cluster Manager Feedback &

Red Hat Marketplace &

All apps and services ~

Clusters » Cluster Type > VMware vSphere

e @ . Archana Sharma

Create an OpenShift Cluster: VMware vSphere

Select the installation type that best fits your needs.

Interactive

# Recommended = Web-based

Runs Assisted Installer with standard configuration
settings to create your cluster.

v Preflight validations
v Smart defaults

+ For connected networks

Automated

CLI-based

Auto-provision your infrastructure with minimal
configuration to create your cluster.

+" Installer Provisioned Infrastructure

+ Hosts controlled with vSphere Cloud Provider

+" For connected or air-gapped/restricted networks

Local Agent-based

CLI-based

Runs Assisted Installer securely and locally to create
your cluster.

+ Installable ISO
+" Preflight validations

+" For connected or air-gapped/restricted networks

Full control

CLI-based

Make all of the decisions when you create your cluster.

+ User Provisioned Infrastructure
+ Highly customizable

+" For connected or air-gapped/restricted networks

Step 7. From the Install OpenShift on vSphere with installer-provisioned infrastructure page, download the
installation program for the operating system running on the installer workstation.

Red Hat
Hybrid Cloud Console

OpenShift

Clusters

Overview

Releases

Developer Sandbox

Downloads

Advisor

All apps and services ~

Install OpenShift on vSphere with installer-provisioned infrastructure

What you need to get started

OpenShift installer

Pull secret

Step 8. On the installer workstation, create a directory for the cluster (in this case, ocp11) and move the

installation package to this directory.

Step 9. Extract the installation package.

tar -xvf openshift-install-linux.tar.gz
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Step 10. Download the pull-secret and save it in a file in the same directory. This pull secret allows you to
authenticate with the services that are provided by the included authorities, including Quay.io, which serves the
container images for OpenShift Container Platform components.

Red Hat
Hybrid Cloud Console

All apps and services

OpensShift te eate > VMware : Installer-provisioned infrastructure

Install OpenShift on vSphere with installer-provisioned infrastructure

Clusters

Overview
1 What you need to get started
Releases

OpenShift installer

Developer Sandbox

Downloads

I vi Download ¢ et '}
Advisor
Pull secret
Subscriptions Download or copy your pull secret. You'll be prompted for this information during installation
Cost Management _— ]

Red Hat
Hybrid Cloud Console

= All apps and services  +

OpenShift

Clusters

Overview

Download or copy your pull secret. You'll be prompted for this information during installation

Releases ) N ]

Developer Sandbox Command line interface

wnload the OpenShift command-lir

Downloads

Advisor

Subscriptions

Procedure 6. Install Red Hat OpenShift Container Platform

Step 1. From step 2 in the Install OpenShift on vSphere with installer-provisioned infrastructure page, copy
the command to run the installer that will create the cluster. You can specify additional options as shown below.

./openshift-install create cluster -dir=<installation directory> --log-level=info

Step 2. Select the SSH public key to pass to the cluster nodes through the installation configuration (ignition)
file.
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Terminal  Sessions View Xserver Tools Games Settings Macros Help

B % K A DB Y B A & 0
Session Servers  Tools  Games Sessions  View spit  MutExec Tunnelng Packages Settings  Help

N5 10.1.171.161 ( B 12.10.1.171.162 B 13.10.1.171.183 B 14.10.1.171.184 444 15. Home BN 17.10.10.171.23 & & | Quick connect.
[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key [Use arrows to move, type to filter, ? for more help]
/home/administrator/.ssh/id_ed25519.pub
> /home/administrator/.ssh/id_rsa.pub
<none>

Step 3. Select infrastructure environment.

Terminal  Sessions  View Xserver Tools Games Settings Macros Help
@ % R & WY 2 & 0
Sesson  Servers  Tools  Games  Sessons View Spit  MutExec Tunnelng Packages Settngs  Hep
B8 10.1.171.161 ¢ B9 12101471162 B 13101171162 BN 14.100.071.164 4 16 Home BN17. 101017123 wh & | Quick connect
[administrator@ocp-installer HC-OpenShift]s
[administrator@ocp-installer HC-OpenShift]s
[administrator@ocp-installer HC-OpenShift]s
[administrator@ocp-installer HC-OpenShift]s
[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/administrator/.ssh/id_rsa.pub
? Platform ([Use arrows to move, type to filter, ? for more help]
aws
azure
acp
openstack
ovirt
> vsphere

Step 4. Provide VMware vCenter information.

Terminal  Sessions View Xserver Tools Games Settings Macros Help

@ % % <% x @B Y 28 F O

Session  Servers  Tools Games  Sessions  View Spit  MutExec Tunneling Packages Settngs  Hep

B¥5 101171181 ¢ BN 121001710682 BN 13100071083 BN 14100471184 4415, Home B 17 10104712 w @ Quick connect..
[administrator@ocp-installer HC-OpenShift]$
[administrator@cp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/administrator/.ssh/id_rsa.pub
? Platform vsphere
? vCenter vcl-1.hc.com
? Username administrator@vsphere.local
? Password [? for help] *#*ikeikx]

Step 5. Select a VMware vSphere cluster on which to deploy the OCP cluster.
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| Terminal ~ Sessions  View Xserver Tools Games Settings Help

Macros
2. ~

B E % % x BE Y 2 & & 0

Session Servers  Tools  Games  Sessons  View Spht  MutExec Tunneing Packages Settngs  Help

B8 101171161 B2 101971182 B 13101171083 BN 14 101171164 4" 15. Home B 17101017123 & & | Quick connect

[administrator@ocp-installer HC-OpenShift]s

([administrator@ocp-installer HC-OpenShift]s

([administrator@ocp-installer HC-OpenShift]s

([administrator@ocp-installer HC-OpenShift]s

[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info

[? SSH Public Key /home/administrator/.ssh/id_rsa.pub

1?7 Platform vsphere

(? vCenter vcl-1.hc.com

? Username administrator@vsphere.local

? Password [? for help] ****xsxsx

INFO Connecting to vCenter vcl-1.hc.com

INFO Defaulting to only available datacenter: HC-App-Sitel

(? Cluster [Use arrows to move, type to filter, ? for more help]
HC-CL2

> HC-CL3

Step 6. Select a datastore to use.

Terminal  Sessions  View  Xserver Tools Games Settings Macros Help
-t -~ -3
E % % & A B Y B e & 0
Session  Servers  Tools Games  Sessions  View Spit  MultiExec Tunneing Packages Settings Help
BN 101171181 B 12101471962 BN 13, 10.1.171.183 BN 14 100471184 /4% 16, Home /17101047123 LR & | Quick connect..

[administrator@ocp-installer HC-OpenShiftls$

[administrator@ocp-installer HC-OpenShift]s

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]s

[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/administrator/.ssh/id_rsa.pub

? Platform vsphere

? vCenter vcl-1.hc.com

7 Username administrator@vsphere.local

7 Password [7 for help] #*¥sdsssk

INFO Connecting to vCenter vcl-1.hc.com

INFO Defaulting to only available datacenter: HC-App-Sitel

7 Cluster HC-CL3

? Default Datastore [Use arrows to move, type to filter, ? for more help]

D52-1

i i View Xserver Tools Games Settings Macros Help
(%4 ~ ‘
B % % % ok ® R Y B2 0
Session  Servers Tools Games  Sessions View Spit MdtExec Tunneing Packages Settings Help
BN 5. 104171161 ( BN 12 101971462 BN 13 101.471.163 BN 14 100171 164 415 Home B 0wz @y @ | Quick connect..

[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/administrator/.ssh/id_rsa.pub

? Platform vsphere

? vCenter vcl-1.hc.com

? Username administrator@vsphere.local

? Password [? for help] *****¥*+#

INFO Connecting to vCenter vcl-1.hc.com

INFO Defaulting to only available datacenter: HC-App-Sitel

Cluster HC-CL3

Default Datastore HC-CL3-DS1

Network [Use arrows to move, type to filter, ? for more help]

Storage Controller Replication Network

Web_EPG_TEMP

hx-vm-network_vlan-1501

> hxv-vm-network-1521

-~

Step 8. Provide a Virtual IP (VIP) for APl and Ingress.
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BN 4.10.10.171.235 (administrator) BN 10.10.10.171.235 A

[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/administrator/.ssh/id_rsa.pub

? Platform vsphere

? vCenter vcl-1.hc.com

? Username administrator@vsphere.local

? Password [? for help] ==xxxwxsx

INFO Connecting to vCenter vcl-1.hc.com

INFO Defaulting to only available datacenter: HC-App-Sitel

? Cluster HC-CL3

? Default Datastore HC-CL3-DS1

? V1rtua TP Address Tor APT 10 17T 1T 252
?Jvirtual IP Address for Ingress 10.171.11.253

Terminal Sessions View Xserver Tools Games Settings Macros Help

@ % % % k@B Y B2 A 0

Session Servers  Tools Games Sessions  View Spit  MultExec Tunneling Packages Settings  Help

B 4. 10.10.171.235 (administrator) 9. Home BN 10.10.10.171.235 T+ 1Y

[administrator@ocp-1installer OpenShift]s ./openshift-install create cluster --dir OCP1l --log-level=info
SSH Public Key /home/administrator/.ssh/1d_ed25519.pub
Platform vsphere

vCenter vcl-1.hc.com

Username administrator@vsphere.local

? Password [? for help] *ss=x=xxxx

INFO Connecting to vCenter vcl-1.hc.com

INFO Defaulting to only available datacenter: HC-App-Sitel
? Cluster HC-CL3

? pDefault Datastore HC-CL3-DS1

? Network hxv-vm-network-1521

? v;rtual IP Address for API 10.171.11.252

or Ingress 10.171.11.253

W W W W

E Bau Domain hc.com
A Cluster Name ocpll

Step 10. Paste the pull secret copied from the Hybrid Cloud Console.
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[l 1/71.255 (admil
Terminal  Sessions View Xserver Tools Games Settings Macros Help

®m % % s ok ® B Y B &8 0
Session  Servers Tools Games  Sessions View Split MultiExec Tunneling Packages Settings Help

[N 4.10.10.171.235 (administrator) 34 9. Home BN 10. 10.10.171. k i
BN 4.10.10.171.235 (admini 4%o.H BN 10.10.10.171.235 ()

[administrator@ocp-installer HC-OpenShift]$ ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/administrator/.ssh/id_rsa.pub
Platform vsphere

vCenter vcl-1.hc.com

Username administrator@vsphere.local

Password [? for help] *ssxxxxxx

INFO Connecting to vCenter vcl-1.hc.com

INFO Defaulting to only available datacenter: HC-App-Sitel
? Cluster HC-CL3

Default Datastore HC-CL2-DS1

Network hxv-vm-network-1521

Virtual IP Address for API 10.171.11.252

Virtual IP Address for Ingress 10.171.11.253

B?se Domain hc.com

P el 2o

BRI

? pull Secret [? ?Or help] 44 R R R KKK KRR R R R S S KSR SRR R R R R K KKK SRR R R R S SRR SRR R R R K KSR R R R R S K SRR R R R R K KRR R R ok ]
B T Tt L e T T TR,
B e e e e S e e e e
SRR R SRS RSRS8O SRR R SRR R R S S SRR R R SRS R KSR R R R R S SR SRR R SRR R
B e e R
B e e e T
B L T T TR
58S R R SRR R R R R SR SRS R R R R S SRR R R R R S S KSR R R R S SRR R R R R R S SRR R R R S SRR R R R R S SRR R R R S SRR R R R R R
B e e e S
B e e e e
B
B e e R
58 S8 8RR BRSO R R SR R R R S DK R SRR R R O8RS R KRR R R SO R R KRR R R DK SRR R SRR R R R O
B et L T T T TR
B e e e e
B R P T e e T
B e e R R
B ettt e T ST
5850 4R R R R KK R R R R R R S SRS R R R R S KK R SRR R R R K SRR SRR R R R S S SRSH R R R R R S S SRR RC R R R KK SRR R R R KRR R R R R R S KRR R R R R R KR
B e e S e
B e e e

B e e e

B e e e e e e e
Bt T T T T

INFO Obtaining RHCOS image file from 'https://rhcos-redirector.apps.art.xqlc.pl.openshiftapps.com/art/storage/rel

Note: Once the pull-secret is provided, the installer will start the OCP deployment. It will take around
45min. Once the OCP cluster is deployed, there are a few post-install tasks that must be completed.

Note: Do not remove the installer or the files created by the installer. These will be necessary to delete
the cluster.

Procedure 7. Post-install task - Verify access to new clust

Note: When the cluster installation finished, complete the following post-install tasks to verify that you can
access the new cluster using command line tools and web console.

Step 1. To verify access via the command line, execute the following commands from the workstation:

export KUBECONFIG=/root/openshift/<ocp_directory>/auth/kubeconfig
oc whoami
oc get nodes -o wide
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JEBUG Cluster 1s initialized

{INFO Waiting up to 10m@s for the openshift-console route to be created...

D J)J Route found in openshift-console namespace: console

e % route is admitted

INFO Install complete!

) 0 access e cluster as the system:admin user when u51ng ‘oc', run ‘export KUBECONFIG=/home/administrator/HC-OpenShift/ocpll/auth/ku
|INFO Access the OpenShift web-console here:

'INFO Login to the console with user: "kubeadmin", and pdssword: "KBAKK-aABBA-WfZmW-YiDRZ"
IDEBUG Time elapsed per stage:
IG : 1Im3s
BUG Bootstrap Complete: 11mSls

API: 1m39s

Bootstrap Destroy: 21s
Lluctar Ooaratoce. 37m35s

BU

IINIO [ime elapsed: 4Imjbs|

aaminlstrator@cp-installer HC-OpenShift]$ = /administrator/HC-OpenShift/ocpll/auth/kubeconfig
|[administrator@ocp-installer HC OpenShift]sloc whoami |

fsystem:admin

|(administrator@ocp-installer HC- OpenShlft]sloc get nodes |
NAME STATUS  ROLES o vERSTON
focpll-9kbbs-master-0 Ready master 4h4lm  v1.22.8+9e95¢cb9
focpl1-9kbbs-master-1 Ready master 4h41m  v1.22.8+9e95¢b9
focpl1-9kbbs -master-2 Ready master 4h41lm  v1.22.8+9e95¢cb9

focpll-9kbbs-worker-9td48  Ready worker  4h8m v1.22.8+9e95¢h9
locpll-9kbbs-worker-17rlb  Ready worker  4h8m v1.22.8+9e95¢cb9

focpl1-9kbbs -worker-xm9dm  Ready vorker 9
|ladministrator@ocp-installer HC-OpenShift]$Joc get nodes -o wide

INAME STATUS  ROLES AGE VERSIUN INTERNAL-IP EXTERNAL-IP 0S-IMAGE

| KERNEL - VERSION CONTAINER-RUNTIME

locpll-9kbbs-master-0 Ready master 4h4lm  v1.22.8+9e95¢cb9 10.171.11.8 10.171.11.8 Red Hat Enterprise Linux Core0S 49.84
lotpa) 4.18.0-305.49.1.e18 4.x86_64 cri-o://1.22.5-7.rhaos4.9.git3dbcd3c.el8

focpll-9kbbs-master-1 Ready master  4h4lm  v1.22.8+9e95cb9 10.171.11.9 10.171.11.9 Red Hat Enterprise Linux Core0S 49.84
jotpa) 4.18.0-305.49.1.e18 4.x86_64 cri-0://1.22.5-7.rhaos4.9.git3dbcd3c.el8

locpll-9kbbs-master-2 Ready master 4h41m  v1.22.8+9e95¢b9 10.171.11.7 10.171.11.7 Red Hat Enterprise Linux Core0S 49.84

lotpa) 4.18.0-305.49.1.e18_4.x86_64 cri-o0://1.22.5-7.rhaos4.9.git3dbcd3c.el8

locpll-9kbbs-worker-9td48  Ready worker  4h8m v1.22.8+9e95¢cb9 16.171.11.11 10.171.11.11 Red Hat Enterprise Linux Core0S 49.84
lfotpa) 4.18.0-305.49.1.e18_4.x86_64 cri-0://1.22.5-7.rhaos4.9.git3dbcd3c.el8

ocpll-9kbbs-worker-17rlb  Ready worker  4h8m v1.22.8+9e95ch9 10.171.11.12 10.171.11.12 Red Hat Enterprise Linux Core0S 49.84
fotpa) 4.18.0-305.49.1.e18_4.x86_64 cri-o0://1.22.5-7.rhaos4.9.git3dbcd3c.el8

locpll-9kbbs -worker-xm9dm  Ready worker 4h8m v1.22.8+9e95¢chb9 10.171.11.13 10.171.11.13 Red Hat Enterprise Linux Core0S 49.84
fotpa) 4.18.0-305.49.1.el8 4.x86 64 cri-o://1.22.5-7.rhaos4.9.git3dbcd3c.el8

i[administrator@ocp-installer HC-OpenShift]$ £}

UNREGISTERED VERSION - Please support MobaXterm by subscribing to the ional edition here: https:/, mobatsk,net

Step 2. To verify access via web console, open a web browser and navigate to the OpenShift Hybrid Cloud
Console. Login using your Red Hat account. Navigate to Clusters and find the newly created OCP cluster.
Select and click the cluster name.

Note: If your cluster has access to the Internet, the Telemetry service will automatically register with the
Hybrid Cloud Console, and you will see it in the cluster list.

Openshift

Version Provider (Region)

Hybrid Clowd - OCPT © Ready OCP 01 Aug 2022 4944 VSphere H

Step 3. Click Open console from the top-right corner and login to the cluster console as kubeadm user.
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All apps and services v ) ' Archana Sharma
OpenShift » Hybnd Cloud - OCP

= Hybrid Cloud - OCP11 Actions. v e

verview

Hybrid Cloud Console

Overview

Details Resource usage
vCPU Memory
Cluster ID Status
df550a0c-0174-4ef5-8F04-b2b 46036834 @ Readly \
Type Total vCPU sl o
oceP 18 vCPU
Region Total memory
N/A 7027 Gi8
Provider

Advisor recommendations @

VSphere

Step 4. Verify status and health of cluster from OCP cluster console.

Procedure 8. Post-install task - Provision anti-affinity rules on VMware vCenter

Note: Red Hat recommends VMware anti-affinity rules to improve the availability of OpenShift Container
Platform during maintenance or hardware issues.

This procedure will enable VMware anti-affinity rules to distribute OCP cluster nodes across all HyperFlex ESXi
hosts in the cluster.

Step 1. Open a web browser and navigate to VMware vCenter managing the Application HyperFlex VSI cluster.
Login as administrator.

Step 2. From Hosts and Clusters view, navigate to the Application VMware vSphere cluster. Identify the OCP
cluster nodes.

vSphere Chent Q

th HC-CL3 i AcTION
(]
m B = (o5 summary Monitor  Configure  Permissions  Hosts ~ VMs  Dat Networks
- hc.com
Lyl | SERE
R HC-App-Sitet
T
(2 +
[} Status Provasioned Space Used Space Host CPU Host Mem
HC-CL3
L] ma

& = =

M » a B ) MHz 48196
o — - - - -

O ? SB = 5 =1
& o O o B -8 a6 MH 248 GB
& 4 M p 20 GB 20 GB - 8

= P = 89 GH 112 63
& o

(] vie d: iz :
& =

0 o 1-9KEbs-maste Poviers a g 8 ) GH 4,84 GB
& stcuvM-wWMmP2 iR

Step 3. Click the Configure tab and select VM/Host Rules from the left navigation pane. Click Add in the right
window.
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Create VM/Host
Rule

RHOCP-Master-VMs-Ruie

rtual Machines

Step 4. In the Create VM/Host Rule pop-up window, specify a name for control/master nodes rule. Set the
Type as Separate Virtual Machines, then click Add to add control nodes that the rule applies to.

Step 5. In the Add Virtual Machine pop-up window, select the three OCP Control VMs from the list, then click
OK.

Add virtual HC-CL3 b
Machine

Filter Selected (3)

v Pioviioned Space v Used Space v HastCF

Nomal

Mormal

MF24430017

]
O & scuviewmP2443000 Fowered On Mormma
0

Step 6. Click OK to create the rule for OCP Control/Master VMs.
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Create VM/Host HC-CL3 %
Rule

Name RHOCP-Master-VMs-Rule B Enabie rue

Type Separate Virtual Machines -
Drescription

The ksted Virtual Machines must D run on separate Nosts

+ Ada

Members

& ocp

r

(e I

Step 7. Repeat steps 3-6 to distribute the worker VMs across all available Cisco HyperFlex nodes.

Create VM/Host HC-CL3 *
Rule
Mame RHOCP-Worker-VMs-Aul B Enable rule
T)'DO Separate Virtual Machines W

Drescription
The listed Virtual Machines must be run on separate nosts
+ Add

Members

G ocom-Oxbbs worker-Guoda

(& ocotl-Bkbbs-worker-7rin

& ccptl-Dkbbe werker-emddm

Deploy Red Hat OpenShift Container Platform (Public Cloud)

With the deployment of the on-prem cloud-native environment complete, the first deployment step in the public
cloud is to deploy Red Hat OCP since there is no underlying infrastructure that needs to be setup in public
cloud. The OCP cluster is deployed and managed from the cloud using the same Red hat Hybrid Cloud Console
that was used on-prem. The cluster will also be deployed using the same IPI installation method as on-prem.

This will provide Enterprises developers and operators with a consistent environment from on-prem to public
cloud.

Note: Red Hat supports multiple customization options, both for deployment and post-deployment.
Custom deployments are outside the scope of this document.

Prerequisites
The prerequisites for the Red Hat OCP deployment in AWS are:
¢ A valid AWS account to deploy resources in AWS.

o AWS Account - IAM User: Create or use an IAM user with administrative privileges (not the root user) to
deploy the OCP cluster. The administrative privileges can be removed post-installation.

« AWS Account - Service Limits: You may need to increase the default service limits on the account to
deploy an OCP cluster. For example, in the AWS us-east-1 region with six availability zones, the default
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installation requires 6 Elastic IPs when the default is 5, so you will need to increase this limit. Alternatively,
you can modify the default installation configuration file or pick a region with fewer availability zones.

« Installer workstation. The installer will need access to the Internet and to the VPC environment in the AWS
account where the cluster is being deployed. Post-deployment, the installer will be used for SSH access
and other management functions. The installer will need to be reachable from the Enterprise. The installer
is an AWS EC2 instance.

« A valid Red Hat account to login to Red Hat Hybrid Cloud Console. Hybrid Cloud Console is used to
centrally deploy and manage the on-prem and public cloud OCP clusters in the Enterprise.

¢ Internet Access for the Red Hat OCP cluster for accessing the Hybrid Cloud Console to manage the
cluster, including subscriptions and telemetry. A newly deployed will also automatically register with
Hybrid Cloud Console if it has Internet access and telemetry service enabled (default). OCP cluster also
needs access to Quay.io to access packages for initial deployment and for upgrades.

e DNS - A dedicated base DNS domain or public hosted zone must be defined in Route 53 for deploying
Red Hat OCP in AWS. Route 53 service in AWS provides DNS resolution for the OCP cluster and for
external connections to the cluster. The zone must be authoritative for the domain.

e SSH Access - To debug the installation and for disaster recovery and other post-install activities, the SSH
public keys must be provided to the OCP installer to authenticate the access. The key will be passed to
the nodes through the initial configuration (ignition) files. The nodes will add the keys to the
~/.ssh/authorized_keys list for the core user to enable password-less authentication.

Setup Information

Table 11 lists the installation parameters for AWS.

Table 11. Red Hat OCP - Installation Parameters for AWS

Base DNS Domain Public Hosted Zone hc-aws.com

AWS Region = us-east-1 Region to deploy OCP cluster in
Red Hat OCP Cluster - ocp11.hc-aws.com

Name

Deployment Steps

This section describes the procedures for the deployment of a Red Hat OCP environment in AWS.

Procedure 1. Create an IAM user with administrator privileges

Note: Every AWS account has a root user account with all privileges, but it is a best-practice not to use
this account other than for creating additional users or billing. For this reason, create a second IAM
administrative user as outlined below.

Step 1. Use a web browser to navigate to console.aws.amazon.com. Login to your AWS account. Click IAM.
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aws

Services Q Q @ M. Virgini ¥ admin/fasharma@cisco.com

ConsoleHome [@ Ec2 @ wpc @ Route53 B Red Hat OpenShift Service on Aws & s3

COI'ISO le Hom € info Reset to default layout

Recently visited info

& Aws Budgets (&1 Cloudwatch

AWS Organizations Resource Access Manager

EC2 Cloudshell

E Route 53 AWS Application Migration Service
s3

[l vec
1AM

Step 2. From the left navigation pane, select Users.

'T’_\"'fs £53 Services Q L @ Global ¥ admin/asharmag@cisco.com @ he

ConsoleHome M Ec2 % vpc  © Routess [ Red Hat Openshift Service on Aws 8 53
Identity and Access x 1AM > Users
Management (IAM)

s Delete
vith long-term credentials that is

p S in an account Add users

A 5
Dashboard me Or 8cCess key

¥ Access management 1 &
User groups
User name - Groups -

Users

Step 3. From the right-window pane, click Add Users. Specify a username (for example, ocp-admin). Select
AWS Credential type as Access key - Programmatic access for OCP.

aws i O ¥ @ Global ¥ admin/asharma@cisco.com @ he-tenantl ¥

Conscle Home 8 ECZ / & route53 @8 Red Hat OpenShift Service on AWS 5 53

Add user o z 3 4

Set user details

‘You can add multiple users at once with the same access type and permissions. Learn more
User name” | ocp-admin

Q© Add another user

Select AWS access type

Select how these users will primarily access AWS. If you choose only programmatic access, it does NOT prevent users from accessing the consg
an assumed role. Access keys and autogenerated passwords are provided in the last step. Learn more

Select AWS credential type® v Access key - Programmatic access
Enables an access key ID and secret access key for the AWS API, CLI, SDK, and
other development tools.

L) F - AWS Console access
Enables a password that allows users to sign-in to the AWS Management Console.

Step 4. Scroll down and click Next:Permissions. Select Attach existing policies directly and select the
checkbox next to policy named: ‘AdministratorAccess.’
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dws

2 services | Q ful @ Global ¥ adminfasharma@cisco.com @ he-tenant1 ¥

Console Home 8 Ec2 9 vpc 8 Route 53 |8 Red Hat OpenShift Service on AWS 5 53

Add user B - RER
- Set permissions
1 Copy pamissions from e Attach existing policies
!.g‘ Add user to group Mk existing user directly
Create policy
Filter policies .- Q Showing 797 1
Policy name ~ Type Used as
[V AdministratorAccess Job function Permissions policy (4), Bound:

Step 5. Scroll down and click Next:Tags. Add optional tags. Click Next:Review and click Create user.
Step 6. Save the Access key id and Secret access key for use in a secure place.

sdbmiafscharmagcnca.com @ ho-tmant] ¥

tomele Home W 122 ¥ WP & ned st Spemasily fervion on

Add user . F 3 4

@ Success
Wi SUctaEflly Shaibiad T UBSrE Bhow Delow, Wi San vien Bfd domTikioed e SRCUATY Cradadliale. You &N Bla0 el Lhes
Instnuctions for signing in o Tthe AWS Maragoemaent Console. This s B last time Tese credentials will B avallabbe fo downboad. Fow
YR CAN CORENS MW Cradentials ol any time

Lissbrs: with AWS: MARSQement Cornoks ACoass Can akor-in Al REEVhE-BEnanT 1 Signin. res Amaron comiconsohs

L Downiload .cov

Usar Access ey 1D Sacrel BECREE by

¥ & ocp-admin A R R i-?-’-‘._ """"" Shira

Procedure 2. Increase AWS Account Service Limits

The default limits for AWS services (for example, Instance limits, Elastic IPs) may need to be increased
depending on where you're deploying the cluster. For example, in AWS region us-east-1, the Elastic IP limit will
need to be increased from 5 to 6 for the default OCP installation to use the six availability zones in us-east-1.

You can follow a similar process to increase other service limits.
Step 1. Use a web browser to navigate to console.aws.amazon.com. Login using your AWS account.

Step 2. Right-click your account name in the top right-hand corner of the window and select Service Quotas
from the drop-down list.
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aws

333 Services Q

Bz Fwve W mowess

Cemole Horme

Console Home .. Reset to defautt |

Account

Recently visited v Organization
Service Quotas
m AWS Budgets n O OW R
Billng Dashboard
n AWS Organizations m Reorce Access Mana
Settings
!‘-J’ 2 . el
B/ roess T — Sy
.
B v

Step 3. Click Service Quotas and from the Dashboard in the left navigation pane, select the service category
(for example, Amazon EC2).

Step 4. Click the specific service item (for example, EC2-VPC Elastic IPs)

Step 5. Click Request Quota Increase to provide the necessary information to generate the request.

aws 352 Services | Q Seo tio [ER) L (©) N. Virgini ¥ admin/asharma@cisco.com @ he-ter

ConsoleHome [ ec2 @ vpc ® Route53 Wl Red Hat OpenShift Service on AWS & s3

Service Quotas X Service Quotas AWS services Amazon Elastic Compute Cloud (Amazon EC2)
EC2-VPC Elastic IPs

Dashboard

AWS services ECZ‘VPC ElaStIC IPS

Quota request history

v Organization Details

Quota request template
Description
The maximum number of Elastic IP addresses that you can allocate for EC2-VPC in this
Region.
Quota code
L-0263D0A3
Quota ARN

arn:aws:servicequotas:us-east-1:284472827473:ec2/L-0263D0A3

Utilization Applied quota value  AWS default quota Adjustable
Not available 10 value ves
5
Recent quota increase requests (0) | Request quota increase
1
Request date v Status v Requested quota value

No requests found

‘ Request quota increase

Note: You can also request service limits for Elastic IPs by navigating to EC2 > Limits from the console
home.

Procedure 3. Provision a base DNS domain in AWS Route 53
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Red Hat OCP in AWS requires a dedicated public hosted zone defined in Route 53 for use by the cluster and for
name resolution when accessing the cluster from external locations.

Step 1. Use a web browser to navigate to console.aws.amazon.com. Login using your AWS account. Click
Route 53.

EE EEE Services Q @ Q- @ N. Virginia ¥ admin/asharma@cisco.com @ he-tenant1

Console Home [® EC2 ff vPC )| Route53 &8 Red Hat OpenShift Service on AWS [5 53

COﬂSOle Home Info Reset to default layout ‘

Recently visited info

Route 53 Cloudshell
&] 53 AWS Organizations
&l VPC AWS Budgets
Rl EC2 (£ AWS Application Migration Service

Global ¥ admin/asharma@cisco.com @ he-ty

Console Home G vee & rovtess B redmat OpenShift Service on AWS 8 &

Route 53 > Route 53 > Hosted zones
Dashboard
Hosted zones (3)
Hosted zones Automatic mode is the current search behavior optimized for best filter results. To change modes go to settings.
Health checks Create hosted zone
¥ IP-based routing Q 1 &
CIDR collections
v Type v Created by v Record count v Description v Hostec
¥ Traffic flow
. Public Route 53 [ - Z0505!
Traffic policies
Private Route 53 5 Managed by Terraform Z0039°
Policy records
Private Route 53 5 Managed by Terraform Z1034;
v Domains

Step 3. In the Create Hosted Zone window, enter a domain name (for example, hc-aws.com) that you want
to use. For Type, use Public Hosted Zone. OCP does use a private zone for the cluster, but it is deployed and
configured by the installer.
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aws HH

3 Services

Global ¥ admin/asharma@ct

Console Home 8 EC2 Sl vPC &) Route 538X Red Hat OpenShift Service on AWS (% 53

Route 53 X

Dashboard
Hosted zones

Health checks

¥ IP-based routing

CIDR collections

¥ Traffic flow
Traffic policies

Policy records

¥ Domains
Registered domains

Pending requests

¥ Resolver
VPCs
Inbound endpoints
Outbound endpoints
Rules
Query logging

¥ DNS Firewall
Rule groups

Domain lists

Application Recovery Controller [4

Switch to old console

Route 53 > Hosted zones » Create hosted zone

Create hosted zone i«

Hosted zone configuration

A hosted zone is a container that helds infermation about how you want to route traffic for a domain, such as
example.com, and its subdomains.

Domain name  info

This is the name of the domain that you want to route traffic for.
he-aws.com
Valid characters: a-z, 0-9, 1"#§ % &' (}*+, - /i;<=>7@[\I~_ " {|}.~

Description - optional  info

This value lets you distinguish hosted zones that have the same name.

The hosted zone is used for...

The description can have up to 256 characters. 0/256

Type Info

The type indicates whether you want to route traffic on the internet or in an Amazon VPC.

_) Private hosted zone

A private hosted zone determines how traffic is
routed within an Amazon VPC.

© Public hosted zone
A public hosted zone determines how traffic is
routed on the internet.

Tags info
Apply tags to hosted zones to help organize and identify them.

Mo tags assoclated with the resource.

You can add up to 50 more tags,

Step 4. Scroll down to the bottom and click Create hosted zone. A new hosted zone will now be created to
enable traffic to be routed to your domain.

aws 3 Services | O D @ Global ¥ admin/asharmagcisco.com @ he-tenant1 ¥

@ Red Hat OpenShift Service on AWS 3

Registered domains
Dashboard
Hosted zanes [l Domain Billing Report s | e
Health checks

Q x « Displaying 110 3 out of 3 domains

|IP-based routing
CIDA collections Domain Name *  Privacy Protection Expiration Date Auto Renew Transfer Lock
Traffic flow iaemmE " All contacts April 13, 2023 x x
Trafflc policies Crinitmiin All contacts April 13, 2023 v x
Policy records Cintiii All contacts April 13, 2023 v x
Domains
Registered domains

Step 5. From the navigation pane, under Domains, select Registered domains and click Register Domain.

Step 6. In the Domain Search window, choose a domain name (for example, hc-aws) and extension (.com)
from the drop-down list. Click Check to verify it is available.

Step 7. Ifitis available, you can click Add to cart and click Continue to proceed further.

Step 8. In the Contact Details window, provide contact information for your domain. Click Continue.
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Step 9.

In the Verify and Purchase window, verify the information provided, agree to the terms and

conditions, and click Complete Order to register the domain. You will receive notification from AWS when the
domain is available - it may take a few minutes to complete.

admin fasha

Registered domains

Transfer Domain

Dashboard

Hosted zones Register D =
Health checks.

: Q

IP-based routing

CIDA collactions Domain Name

i ne-aws.

Traffic flow e cam
Trafic policies bl
Policy racords R
Domains

Registered domains

¥ Red Hat OpenShift Service on AWS &

Domain Billing Report

- Privacy Protection Expiration Date Auto Renew Transter Lock
All contacts April 13, 2023 x x
All contacts April 13, 2023 v x
All contacts April 13, 2023 v x

[+ 7]

« Displaying 1 to 3 out of 3 domains

Step 10. You can view details of your domain by clicking on the newly created domain from the list of

Registered domains.

IP-based routing

CIDR collections
Expiration date ©

Traffic fiow

Auto renew O

Traftc poicies

Poiicy moords
Jomains

Registered domains

Pending requests

Resolver

VPCs

Inbound endpaints

Dashboard <
Edit contacts Manage DNS
Hosled zones
Heath checks
Domain hc-aws.com

Registration date © 2022-04-13
2023-04-13 (mxtenc)

Dasadled (enable)

Registered domains > hc-aws.com

Deteta domain

Transfer lock & Disabled (enabie) Name servers O

Authorization code © Getcode

Domain name status code O =cPeriod
ok

DNSSEC status O

Tag © View and manage tags for your
domains using Tng editor

ns-762.awsans-33 net
ns-1882 awsdns-43.co.uk
ns-1283,awsdne-32,019
ns-370.awsdns-46.com
AdA or 001t name sarvers
Disabled

Manage keys

Step 11. Once the cluster is deployed, you can go back to Route 53 > Hosted zones to see the Red Hat OCP
installer provisioned records in the public and private zones, and routing info for the DNS records.

Services o}

Console Home B Ec2 @ veC

& Route 53

2 0O

Global ¥

@ Red Hat Openshift Service on AWS (5

admin/asharma@cisco.com @ he-t

E Route 53 > Hosted zones

Hosted zones (3)
[c]
Q

Domain name Vv

hc-aws.com
ocp1.hc-aws.com

ocp11.hc-aws.com

Type
Public
Private

Private

Automatic mode is the current search behavior optimized for best filter results. To change modes go to settings.

Created by v Record co... ¥ Description v
Route 53 6

Route 53 5 Managed by Terraf...
Route 53 5 Managed by Terraf...

1 @

Hosted ... ¥

Z0505575...
Z0039792...
Z1034389...

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 90 of 214



aws

s8s Services Q J; @ Global v admin, ma@cisco.con|

Conscle Home @ ecz @ wec @ Route53 [ Red Hat OpenShift Service on AWS & 53

Route 53 » Hosted zones » hc-aws.com

@ hC—aWS. COM info Delete zone | | Test record | | Configure query logging |
» Hosted zone details | Edit hosted zone |
Records (6) DNSSEC signing Hosted zone tags (0)

Records (6) info

Automatic mode Is the current search behavier eptimized for best filter results. To change modes go to settings.

Q v v v 1 o]

Record name v Type ¥ Routin... ¢ Differ... ¥ Value/Route traffic to v

ns-782.awsdns-33.net.
ns-1882. awsdns-43.co.uk.

hic-aws.com NS Simple ns-370.awsdns-46.com.

ns-1283. awsdns-32.org.
he-aws.com SOA Simple = ns-782.awsdns-33.net. awsdns-hostmasteramazo...
apl.ocp1.hc-aws.com A Simple - ocp1-f5xBv-ext-1deBd3 149acBfe0d.elb.us-east-1....
*.apps.ocp1.he-aws.com A Simple - a50ca8fdc18a64ddca9dfbabf0250e8d-21431231...
apl.ocp11.hc-aws.com A Simple - ocp11-gvbah-ext-d1a6f171f79ae49d.elb.us-east-...
*.apps.ocp11.hc-aws.com A Simple - abeea3cd6434ade14a55b68cc7ea’98b7-18003334. ..

Procedure 4. Generate a key pair for SSH access to Red Hat OCP cluster

The commands you will need for this are:

Commands

ssh-keygen -t rsa -N '' -f <path>/<file name>
eval "$ (ssh-agent -s)"
ssh-add <path>/<file name>

Step 1. On the installer workstation running a Linux operating system, use the following command. You can
generate the key using rsa or edcsa algorithm.

ssh-keygen -t rsa -N '' -f ~/.ssh/id rsa

Step 2. Add the SSH private key identity to the SSH agent for your local user. If the ssh-agent process is not
already running for your local user, start it as a background task:

eval "$(ssh-agent -s)"
Step 3. Add your SSH private key to the ssh-agent using the command:
ssh-add ~/.ssh/id_rsa

The above key is provided as input to the installer. Installer will add it to the ignition files that are used to do the
initial configuration of the OCP nodes. When the OCP cluster is deployed, you will be able to SSH into the
cluster as user ‘core’ without the need for a password.

Procedure 5. Download the Red Hat OCP installer and other tools from Red Hat Hybrid Cloud Console

Step 1. Use a web browser to navigate to Red Hat Hybrid Cloud Console at console.redhat.com. Login to your
Red Hat account.
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Step 2. From the left navigation pane, select and click OpenShift.

Step 3. Navigate to Clusters and click Create Cluster.

Red Hat
Hybrid Cloud Console

All apps and services «

OpenShift

Clusters

Clusters

Overview er by na C Y Clustertype » Create cluster
\

"/

Step 4. Navigate to the Cloud tab

— brid Al apps and services - - | (7] . Archana Sharma

OpenShift Chesters * Create

Create an OpenShift cluster

Clusters

Crvmrview = Datacenter

Step 5. Scroll down and click AWS for the infrastructure provider.

= : - All apps and services = o [7] . Archana Sharma

» 188 Flaxible hourk Try it con [EM
OpenShift * e ¥

billineg
Clusters
aws ~

¥ Amazon Web Flexibde hourky Create cluster
Cherwiew Serviced billing
Releases
Developer Sandbox Run it yourself

Run OpenShift clusters cn your own by installing from ancther cloud provider,

Cownloads

Cloud provider Inatallaticn options
Advisor Alibaba Cloud | i Technology Preview Full stack autcmatian
Vulnerahility
AWS (xB5_54) Full $tack sutomation and pre-existing nfrastrectune
Subscriptions
Cost Management
AWE (ARM) Full stack autcmation and pre=-existing infrastrectune

Step 6. Select the Installer-Provisioned Infrastructure (IPI) method.
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H"\, d Cloud Console All apps and services - O ] . Archana Sharmal

OpenShift Chusters » Create » Amazon Web Services

Install OpenShift Container Platform 4

Clusters

Overview
AWS: Select an installation type

Releases

* Recommended
Developer Sandbox

Downloads n .

Advisor

Vulnerability

Installer-provisioned infrastructure User-provisioned infrastructure
Subseriptions Deploy an OpenShift cluster on Deploy an OpenShift cluster on
infrastructure that the installation infrastrueture that you prepare and
Costanagement program provisions and the cluster maintain.
maintains.

Support Cases &

Step 7. From the AWS infrastructure page, download the installation program for the operating system running
on the EC2 installer workstation.

All apps and servioes = =1 [7] .J‘uchar‘.‘

OpenShift Clusters * Create » AmazonWeb Services » Instaber-provisioned infrastructure

Install OpenShift on AWS with installer-provisioned infrastructure

Clusters

1 Whatyouneed to get started

Releases o

OpenShift installer

Developer Sandbax Dowrdoad and eatract the install program for your cperating system and place the file in the directory
whene you will store the installation configuration files. Note: The OpenShift install program is only
avadlable for Linu and macOS at this time.,

Diomrioads

Linis - HE6_ G b Download installer

Step 8. On the installer workstation, create a directory for the cluster (in this case, ocp11) and move the
installation package to this directory.

Step 9. Extract the installation package.

tar -xvf openshift-install-linux.tar.gz

Step 10. Download the pull-secret and save it in a file in the same directory. This pull secret allows you to
authenticate with the services that are provided by the included authorities, including Quay.io, which serves the
container images for OpenShift Container Platform components. Also copy the pull secret.
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= 4 Conmel All apps and services - =] [7] .. Archana

¥ inatalles - provrecned nfasiructue

OpenShift

Install OpenShift on AWS with installer-provisioned infrastructure

Clusters

Crvereiew

1 What you need to get started

Releases
OpenShift installer

Developer Sandbax Diowenload snd extract the install program for pour aperating system and place the file in the directony
where you will store the irstallation configuration files. Mote: The OpenShift install program i only

available for Linux and macOS at this time
Downloads

Lirux - xBE_G64 - Diownload installer

Developer Parvem  Download pre-release builds

Adeisor E Full sacret
Dowenload ar copy your pull Secret. You'll be praompled for ths informaticn during iratallaticn,

Vulnerability

Subscriptons E Download pull Secret B Copy pull secret

= kinsd " All apps and services -

OpenShift Dewelepeer Freview  Downiload pre-release bulds

Pull secret

Chasters Daownlosd o copy your pull secnet. Youll be promated for this infarmation dusing installatan

Ohverdiew Downlosd pull sechet I Copy pull secre

Carmmand line interface
Riliades

Cownload the OpenShift command-line tocks and add them to your PATH.

Developer Sandbox

Lirvus - wEE G4 - Download command-line took

Downloads ‘When the installer is complets you will ses the corsale URL and credentials for acoessing your naw
chuster, A kubeconf ig file will also be generated for you to uss with the o CLI tools you downloaded

Procedure 6. Install Red Hat OpenShift Container Platform in AWS

Step 1. Execute the following command to run the installer:

./openshift-install create cluster --dir=<installation_directory> --log-level=info

Step 2. From the installer workstation, run the following command to start the installation process

./openshift-install create cluster --dir=ocpll --log-level=info

Step 3. Select the SSH public key to pass to the cluster nodes through the installation configuration (ignition)
file.

[ec2-user@ip-172-31-30-78 ~]% ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key [Use arrows to move, type to filter, ? for more help]

> /home/ec2-user/.ssh/id_rsa.pub
<none>

Step 4. Select infrastructure environment.
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[ec2-user@ip-172-31-30-78 ~]% ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/ec2-user/.ssh/id_rsa.pub
? Platform [Use arrows to move, type to filter, ? for more help]
alibabacloud
> aws
azure
gcp
ibmcloud
openstack
ovirt

Step 5. Select the AWS region to deploy the cluster in.

[ec2-user@ip-172-31-30-78 ~]% ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/ec2-user/.ssh/id_rsa.pub
? Platform aws
INFO Credentials loaded from the "default" profile in file "/home/ec2-user/.aws/credentials”
? Region [Use arrows to move, type to filter, ? for more help]

eu-west-3 (Europe (Paris))

me-south-1 (Middle East (Bahrain))

sa-east-1 (South America (Sao Paulo))
> us-east-1 (US East (N. Virginia))

us-east-2 (US East (Ohio))

us-west-1 (US West (N. California))

us-west-2 (US West (Oregon))

Step 6. Select the base domain or the Route 53 public hosted zone that was created for this cluster.

[ec2-user@ip-172-31-30-78 ~]% ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/ec2-user/.ssh/id_rsa.pub

? Platform aws

INFO Credentials loaded from the "default" profile in file “/home/ec2-user/.aws/credentials"
? Region us-east-1

? Base Domain [Use arrows to move, type to filter, ? for more help]

> hc-aws . com

Step 7. Select a name for the OCP cluster.

[ec2-user@ip-172-31-30-78 ~]% ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/ec2-user/.ssh/id_rsa.pub

? Platform aws

INFO Credentials loaded from the "default" profile in file "/home/ec2-user/.aws/credentials”
? Region us-east-1

? Base Domain hc-aws.com

? Cluster Name [? for help] ocpll

Step 8. Paste the pull secret copied/downloaded from the Hybrid Cloud Console.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 95 of 214



[ec2-user@ip-172-31-30-78 ~]% ./openshift-install create cluster --dir=ocpll --log-level=info
? SSH Public Key /home/ec2-user/.ssh/id_rsa.pub

? Platform aws

INFO Credentials loaded from the "default" profile in file "/home/ec2-user/.aws/credentials"
? Region us-east-1

? Base Domain hc-aws.com

? Cluster Name ocpll

? Pull Secret [? for help]
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Step 9. Once the pull-secret is provided, the installer will start the OCP deployment. It will take around 45min.
Once the OCP cluster is deployed, there are a few post-install tasks that must be completed.

Note: Do not remove the installer or the files created by the installer. These will be necessary to delete
the cluster.

Procedure 7. Post-install task - Verify access to new cluster

When the cluster installation finished, complete the following post-install tasks to verify that you can access the
new cluster using the command line tools and the web console.

Step 1. To verify access via the command line, execute the following commands from the workstation:

export KUBECONFIG=/root/openshift/<ocp_directorys>/auth/kubeconfig
oc whoami
oc get nodes -o wide
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WARNING failed to find default instance type: no instance type found for the zone constraint
WARNING failed to find default instance type: no instance type found for the zone constraint
INFO Creating infrastructure resources...

INFO Waiting up to 2@m@s (until 7:15PM) for the Kubernetes API at https://api.ocpll.hc-
aws.com: 6443, ..

INFO API v1.23.5+3afdacb up

INFO Waiting up to 3@m@s (until 7:28PM) for bootstrapping to complete...

INFO Destroying the bootstrap resources...

INFO Waiting up to 4@m@s (until 7:48PM) for the cluster at https://api.ocpll.hc-aws.com:6443 to
initialize...

INFO Waiting up to 18m@s (until 7:25PM) for the openshift-console route to be created...

INFO Install complete!

INFO To access the cluster as the system:admin user when using 'oc', run 'export KUBECONFIG=/home/ecZ-
user/ocpll/auth/kubeconfig' INFO Access the OpenShift web-console here: https://console-openshift-
console.apps.ocpll.hc-aws. com

INFO Login to the console with user: "kubeadmin", and password: "XXXOOOOCOOCOOOMX"

INFO Time elapsed: 28m38s

[ec2-user@ip-172-31-30-78 ~]% export KUBECONFIG=/root/openshift/ocpll/auth/kubeconfig
[ec2-user@®ip-172-31-30-78 ~]$%

[ec2-user®ip-172-31-30-78 ~]1$% oc whoami

system:admin

[ec2-user@®ip-172-31-30-78 ~]%

[ec2-user@ip-172-31-30-78 ~]% oc get nodes

NAME STATUS  ROLES AGE  VERSION
ip-10-0-129-37.ec2.internal Ready worker  31m  wl.23.5+3afdacb
ip-10-0-136-144 .ec2.internal  Ready master  39m  wl.23.5+3afdacbh
ip-10-0-148-146.ec2.internal  Ready worker  31m  wl.23.5+3afdach
ip-10-0-149-45.ec2.internal Ready master 4@m  wvl.23.5+3afdacb
ip-10-0-161-196.ec2.internal  Ready master 39m  wvl.23.5+3afdacb
ip-10-0-175-170.ec2.internal  Ready worker  31m  wl.23.5+3afdacb
[ec2-user@®ip-172-31-30-78 ~]%

Step 2. To verify access via web console, open a web browser and navigate to the OpenShift Hybrid Cloud
Console. Login to your Red Hat account. Navigate to OpenShift > Clusters and find the newly created OCP
cluster. Select and click the cluster name.

Note: If your cluster has access to the Internet, the Telemetry service will automatically register with the
Hybrid Cloud Console, and you will see it in the cluster list.

= e and s s @ ._a.r-:har.asr.av.-..a -

OpenShift Clusters

Clusters
_ Hybrid Y Cluster type [ Register cluster H View only my dusters (3
Overview 1
1-2af2 =

Releases

Mame T Status Type Created Version Previder (Region)
Developer Sandbox

Hyorid Cloud - OCPT @ Ready [alal) 01 Aug 2022 4944 VSphere
Downloads

Hybrid Cloud - OCPT-AWNS & Feady ocp 82022 41022 @ Updste  AWS (us-east-)

Step 3. Click Open console from the top-right corner and login to the cluster console as kubeadm user.
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All apps and services = @ .-"ﬂr_‘hanz Sharma =

OpenShift Chusters » Hybrid Claud - QCPT-AWS

Hybrid Cloud - OCP1I-AWS Actons « C

Chustars

Overview Manitoring @  Access control Cluster history Support

Details Resource usage
Cluster ID Status vCPU MEI’I‘IDI’Y
tda35144-53c4-4c41-aB28-c23677503005 & Ready =~
14.67% 5599%
Type Total wCPU
ocP 1BwCPU
Regian Total memery
us-gast-1 6907 GiB
Provider Nodes Advisor
AW Contral plane: 3 recommendations
Compute: 3 &

Step 4. Verify status and health of cluster from OCP cluster console.

Procedure 8. Post-install task: Set up a Bastion Node for SSH Access

The OCP cluster nodes on EC2 instances in AWS are deployed in a private subnet. To access these nodes using
SSH would require a bastion node or jump box in the same VPC as the cluster nodes but with a public IP so that
you can access it from outside AWS.

This procedure enables you to deploy an EC2 instance as a bastion node for SSH access.
Step 1. Use a web browser to navigate to console.aws.amazon.com. Login to your AWS account.
Step 2. Navigate to EC2 > Instances.

Step 3. Click Launch Instances. Provide a Name.

alVS EE Services Q @ PAN @ N. Virginia v admin/asharma@cisco.com @

Console Home [ ec2 @ vec & Route53 1 Red Hat OpenShift Service on AWS {8 S3

EC2 > Instances » Launch an instance

Launch an instance

Amazon EC2 allows you to create virtual machines, or instances, that run on the AWS Cloud. Quickly get started by
following the simple steps below.

Name and tags info

Name

OCP11-Bastion Add additional tags

Step 4. Scroll down and select an OS image from the options.
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Q, ) L (@) N. Virginia ¥ admin/asharma@cisco.com

7 ConsoleHome [@ Ec2 @ vPC 8 Route53 B Red Hat OpenShift Service on AWS & 53

Name

OCP11-Bastion Add additional tags

v Application and OS Images (Amazon Machine Image) info

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to
launch your instance. Search or Browse for AMIs if you don't see what you are looking for below

Q, Search our full catalog including 1000s of application and 0OS images

Recents Quick Start
Amazon macOS Ubuntu Windows Red Hat Q
Linux
R 3 Browse more AMIs
adws " ubuntu® B® Microsoft ‘Mm Including AMIs from
Mac AWS, Marketplace and
the Community

Amazon Machine Image (AMI)

Step 5. Scroll down and select a Key pair from the drop-down list or create a new pair.

E_E_S EEE Services Q @ Q @ N. Virginia ¥ admin/asharma@cisco.com @ h

i Console Home [ Ec2 & vpe & Routes53 & Red Hat OpenShift Service on AWS & 53

¥ Key pair (login) infe

You can use a key pair to securely connect to your instance, Ensure that you have access to the selected key pair before you
launch the instance.

Key pair name - required
Test-KeyPair-1 v C  Create new key pair

Step 6. Scroll down to Network settings. Click Edit.

Step 7. For the VPC, select the OCP cluster VPC from the drop-down list.

Step 8. For the Subnet, select a Public subnet in the deployed by the OCP installer.
Step 9. For the Auto-Assign public IP, select Enable from the drop-down list.
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a}ﬂs EEE Services Q @ 4 ® N. Virginia ¥ admin/asharma@cisco.com @

i ConsoleHome [ EC2 & vPC & Route53 & Red Hat OpenShift Service on AWS = 3

¥ Network settings info

VPC - required Info

vpc-0ddfi91aca543aa20 (ocp11-gvbdh-vpe) v C
10.0.0.0/16
Subnet info
subnet-03f7532f2be71a355 ocp11-qvbdh-public-us-east-1a (G Create new subnet
VPC: vpc-0ddf091aca5432a90  Owner: 284472827473 v 4

Availability Zone: us-east-1a  IP addresses available: 4087  CIDR: 10.0.0.0/20)

Auto-assign public IP Info

Enable v

Step 10. Scroll down to Firewall (security groups). Specify a Security group name for the new security group.
Update the description as needed.

a_V_V'S_ EEE Services Q @ 4 @ N. Virginia ¥ admin/asharma@cisco.com @

i ConsoleHome [ EC2 & vPC & Route53 & Red Hat Openshift Service on AWS = 53

Firewall (security groups) Info
A security group is a set of firewall rules that control the traffic for your instance. Add rules to allow specific traffic to reach your
instance.

‘ O Create security group O Select existing security group

Security group name - reguired

| bcp11-bastion

This security group will be added to all network interfaces. The name can't be edited after the security group is created. Max length is
255 characters. Valid characters: a-z, A-Z, 0-9, spaces, and ._-:/(# @0 +=8&;{}!$*

Description - required Infa

ocp11-bastion created 2022-11-12T03:41:36.6752

Inbound security groups rules

v Security group rule 1 (TCP, 22, 0.0.0.0/0) Remove

Type Info Protocol Info Port range Info
ssh v TCP 22

Source type Info Source Info Description - optional Info
Anywhere v Add CIDR, prefix list or security e.g. SSH for admin desktop

Step 11. Scroll down and click Launch Instance.

Step 12. If an inbound rule for SSH does not already exist on the master and worker nodes, add a new inbound
rule. The rule would allow SSH access from the new bastion security group. From the AWS console, navigate to
EC2 > Instances and select one of the master node instances in the cluster. In the bottom window, navigate to

Security groups and click the name (terraform-xxx) to take you to the security group for master nodes.
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Services Q B Q @ N. Virginia * admin/asharma@cisco.com @ he-tenant1 ¥
7 Console Home B Ec2 & vpC 8 Route 53 B Red Hat Openshift Service on AWS &
(P New EC2 Experience X (BTSSR B Connect | Actions v > & O
Laarn mare @ 4 <
ECZ Dashboard ), search: copii Add filter [2] 1toB8of8
EC2 Global View Name «  Instance ID ~ | Instance Typa ~ Awvallability Zona -~ Instanc
Events
OCP11-Bastion i-03a87a9231f9267bb t2.micro us-sast-1a & run
Tags
g OCP11-Installer i-0ff3be12f2723016a t2.micro us-egast-1d @ run
Limits B  ocpli-gvbdh-master-0 i-00b49c75028570e0e  méi.xlarge us-east-1a W run
¥ Instances ocpl1-gvbdh-master-1 i-0d801sectaZee2ebt  mébixlarge us-east-1b @ run
Instances ocpl1-qvbdh-master-2 -0c11184875fe95507  mbixlarge us-gast-1c @ run
ocp11-gvbdh-worker-us-... i-0e1fci0cBal63el2a méi.large us-east-1a @ run
Instance Types
ocp11-gvbdh-worker-us-... i-0c00f23908ffaf7de méi.large us-east-1b & run
Launch Templates
ocp11-gvbdh-worker-us-... i-02382eef3cT58116d miéi.large us-east-1c @ run
Spot Requests
Savings Plans
Reserved Instances
Dedicated Hosts
Scheduled Instances - - -
) ) Ps  10.0.136.144 Security groups  teraform-
Capacity Reservations 20220728185037490600000002.
view inbound rules. view
¥ Images outbound rules

Step 13. Click Actions and select Edit inbound rules from the drop-down list.

55 services | Q

M. Virginia » adminfashamma@ecisco.com @ he-tenant|

¥ Console Home i vpe

W e 5 moute 53 B8 Red Hat Openshift Service on AWS

(I Mew EC2 Experience x

Leam mare

Security Groups (1/1) nfa

] Actions & || Export securlty groups to CSV | v | Create security group

EC2 Global View Q View details 1 o

Edit inbound rules

EC2 Dashboard

Events

Securit . X Clear filters
Tags Edit outbound rules
Limits 1 Manage tags group |D - Security group name ¥ VRPCID -
¥ Instances | ocp11-gvbah-mast... 5g-03505ef6bded2b9as terraform-202207281.. vpe-0ddf091acas43aas0 [

Step 14. In the Edit inbound rules window, scroll down to the bottom and click Add Rule. In the last row, edit
the new rule Type and select SSH from the drop-down list. For the Source, select the security group rule
created earlier for the bastion node.
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Inbound rule 34

Security group rule ID Type Info Protocol Info

- SSH v TCP

Port range Info Source type Info Source  Info
22 Custom v Q

sg-0722a27dd2e8ec02b X

Description - optional  Info

Add rule

Cancel Preview changes | m

Step 15. Click Save Rules.
Step 16. Repeat steps 12-15 for a worker node.

Step 17. The next few steps are to copy the SSH private key to the bastion node. This is the key pair whose
public key was provided to the OCP installer to install the cluster. The private key is in the OCP installer
(~/.ssh/id_rsa - not id_rsa.pub). You can use SCP to copy the file the OCP installer to the public IP of the
bastion node as outlined below.

Note: Secure the private keys. If your private key is compromised, your OCP cluster and applications
running on it could be at risk.

Step 18. From the local workstation used to SSH into OCP installer, copy the PEM file for SSH access to Bastion
node, to the OCP Installer.

$ scp -1 "<PEM_File_To_Access_OCP_Installer>" <PEM_File_To_Access_OCP_Bastion> ecZ-user@<Public_IP/DNS_of_OCP_Installers:

Step 19. SSH into the OCP Installer.

$ ssh -1 "<PEM_File_To_Access_OCP_Installer>" ec2-user@<Public_IP/DNS_of_0OCP_Installer

Step 20. From OCP Installer, copy private key (not id_rsa.pub) to OCP Bastion workstation.

$ scp -1 "<PEM_File_To_Access_OCP_Bastion>" ~/.ssh/id_rsa ecZ-user@<Public_IP/DNS_of_OCP_Bastion>:~/.ssh/id_rsa

Step 21. From the OCP installer, note the private DNS hostname of the OCP cluster node. You cannot run the
OCP cluster CLI tools from the Bastion node as you haven’t installed them on the Bastion node.

[ec2-user@ip-172-31-30-78 ~]% export KUBECONFIG=ocpll/auth/kubeconfig
[ec2-user®ip-172-31-30-78 ~]$ oc get nodes

NAME STATUS  ROLES AGE VERSION
ip-10-8-129-37.ec2.internal Ready worker  106d  v1.23.5+3afdach
ip-10-0-136-144.ec2.internal  Ready master  1@6d  v1.23.5+3afdach
ip-18-0-148-146.ec2.internal  Ready worker  1@86d v1.23.5+3afdacb
ip-10-9-149-45.ec2.internal Ready master  106d  vl1.23.5+3afdach
ip-10-0-161-196.ec2.internal  Ready master  1@6d v1.23.5+3afdach
ip-10-@-175-17@.ec2.internal  Ready worker  106d v1.23.5+3afdacb
[ec2-user@ip-172-31-30-78 ~]$

Step 22. SSH into Bastion workstation directly from OCP Installer.
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$ ssh -1 <PEM_File_To_Access_0CP_Bastion>" ec2-user@<Public_IP/DNS_of_OCP_Bastion>

Step 23. SSH from Bastion workstation to OCP cluster node.

[ec2-user@ip-10-0-9-213 ~]3 ssh core@ip-10-0-136-144,ec2.internal

[ec2-user@ip-10-0-9-213 ~]$

[ecZ-user@ip-10-0-9-213 ~]% ssh core@ip-10-0-136-144.ec2.internal

Red Hat Enterprise Linux Core0S 410.84.202207051718-0
Part of OpenShift 4.10, RHCOS is a Kubernetes native operating system
managed by the Machine Config Operator ( clusteroperator/machine-config™).

WARNING: Direct 55H access to machines is not recommended; instead,

make configuration changes via “machineconfig® objects:
https://docs.openshift.com/container-platform/4.10/architecture/architecture-rhcos.html

Last login: Sat Nov 12 13:40:39 2022 from 10.0.9.213
[core@ip-10-0-136-144 ~]%

Now you have SSH access to Red Hat OCP cluster in an Amazon VPC.

Procedure 9. (Optional) Remove the Administrator Access policy for the IAM account

The IAM account that was created earlier with Administrator Access policy is only required for installation and
can be disabled and changed to Read Only or some other lower-level access policy.

Enable Secure Hybrid Cloud Connectivity

This section describes the deployment of secure hybrid cloud connectivity between an on-prem data center and
public cloud. The solution uses IPsec VPN connections established between CSR1000v routers in the Enterprise
and Transit Gateway routers in AWS.

Prerequisites

The prerequisites for deploying IPsec VPN between on-prem and public cloud are:

« Enterprise Gateways (in this case, CSR1000v) deployed using stable, recommended version of software
with configuration in place for out-of-band management, connectivity to the Enterprise data center
network (Cisco ACI in this case), connectivity to the Internet.

« Public IPs allocated for the Enterprise gateways

o Enterprise Firewall provisioned to allows IPsec protocols and traffic to the public IP of the Enterprise
gateways from AWS Transit Gateways (you will get this information when TGW is deployed).

« Determine the routing protocol to use (static or dynamic - BGP)

« If using dynamic, then Autonomous System Number (ASN) for BGP on Enterprise side. You can also
specify the AWS side or use the default that AWS uses.

« |dentify a summary route or routes that should be advertise to AWS VPCs. For static routing, static routes
will be added to TGW.

« Identify VPC ID(s) if attaching multiple VPCs to TGW - an attachment per VPC (and VPN) will need to be
created for the Transit Gateway.

Setup Information

Table 12 lists the configuration parameters for the site-to-site IPsec VPN.
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Table 12. Site-to-Site IPsec VPN - Configuration Parameters

Variable Variable Name Additional Info
Transit Gateway Name Name Tag HC-TGW-0
AWS ASN (Optional) - 65512 You can also AWS default.
Transit Gateway CIDR Block CIDR 99.0.0.0/24 You can also AWS default.
(Optional) Specifying for ease of
troubleshooting.
VPC Attachment Name (s) - TGW-VPC-
Attachment
Name for CSR1kv-1 Name Tag customer-gateway-
1
ASN for CSR1kv-1 65251 Not used but specifying it for future
use.
Public IP for CSR1kv-1 <specify>
Name for CSR1kv-2 Name Tag customer-gateway-
2
ASN for CSR1kv-2 65251 Not used but specifying it for future
use.
Public IP for CSR1kv-2 <specify>
Site-to-Site VPN Name (s) Name Tag VPN-181
VPN-182
VPN Attachment Name (s) - TGW-VPN-
Attachment1
TGW-VPN-
Attachment2

Deployment Steps

The procedures in this section will enable hybrid cloud connectivity between on-prem and public cloud.

Procedure 1. Deploy Transit Gateway (TGW) in AWS
Step 1. Use a web browser to navigate to console.aws.amazon.com. Login to your AWS account.
Step 2. Navigate to VPC > Transit gateways from the left navigation pane.

Step 3. Click Create Transit Gateway.

# moute 53 B Red Hat OpenShift Service on AwWS 51 53

Wirtual private gateways m

Transit gateways (3} infa | (&} || Actlons ¥ | Create transit gateway

Site-to-5ite VPN
connections q 1 &
Client YPN endpaints

Mame v Translt gateway ID 4 Owner 1D v State v
¥ _AWS Cloud WAN
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Step 4. In the Create Transit Gateway window, specify a Name tag, Description, ASN and accept the
remaining defaults.

a_u_v_s 25 Services (o}

% ConsoleHome |8 EC2 & vPC @ Route 53 B Red Hat Openshift Service on AWS & 53

VPC Transit gateways Create transit gateway

Create transit gateway

A transit gateway (TGW) is a network transit hub that interconnects attachments (VPCs and VPNs) within the same AWS
account or across AWS accounts.

Details - optional

Name tag
Creates a tag with the key set to Name and the value set to the specified string.

HC-TGW-0
Description Info
Set the description of your transit gateway to help you identify it in the future.

Transit Gateway for Hybrid Deployments

Configure the transit gateway

Amazon side Autonomous System Number (ASN)  Info

65512

DNS support Info
VPN ECMP support Info

Default route table association Info

Step 5. Provide a CIDR subnet for TGW to use.
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a_v_v_s. EEE Services Q

2 Console Home [B EC2 & vPC '8 Route53 [E Red Hat OpenShift Service on AWS &) 53

Configure cross-account sharing options

Auto accept shared attachments Info

Transit gateway CIDR blocks

CIDR - optional Info

Q

99.0.0.0/24 X

Tags
A tag is a label that you assign to an AWS resource. Each tag consists of a key and an optional value, You can use tags to search and filter
your resources or track your AWS costs.

Key Value - optional

| Q Name X Q HC-TGW-0 X
Add new tag

You can add 49 more tags.

Cancel Create transit gateway

Step 6. Click Create transit gateway.

Procedure 2. Create TGW attachment to Red Hat OCP cluster in AWS VPC

Step 1. Use a web browser to navigate to console.aws.amazon.com. Login to your AWS account.
Step 2. Navigate to VPC > Transit gateways attachments from the left navigation pane.

Step 3. Click Create transit gateway attachment.

A (@  NVignia v admin/asharmag@cisco.com @ he-ten:

@ Console Home W EC2 G wpC %) Route53 8 Red Hat OpenShift Service on AWS 1 53

¥ DN firewall Transit gateway attachments (4) info C || Actions v |
1

Rule groups
Q @

Domain lists

¥ Network Firewall Mame v Transit gateway attachmentiD ¥ Transit gateway ID v Resource type v Re

Step 4. In the Create transit gateway attachment window, specify a Name tag. For the Transit gateway id,
select the newly created TGW from the drop-down list. For the Attachment type, select VPC.
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i ConsoleHome |8 EC2 & vpc & Route53 | Red Hat OpenShift Service on AWS & §3

VPC Transit gateway attachments Create transit gateway attachment

Create transit gateway attachment i
A transit gateway (TGW) is a network transit hub that interconnects attachments (VPCs and VPNs) within the same AWS
account or across AWS accounts.

Details

Mame tag - optional
Creates a tag with the key set to Name and the value set to the specified string.

HC-TGW-VPC-Attachment

Transit gateway ID  Info

tgw-04b5147f8469af124 (HC-TGW-0) v

Attachment type Info

VPC v

Step 5. In the VPC Attachment section, for the VPC ID, select the OCP cluster VPC from the drop-down list.
For Subnet IDs, select the subnets to create an attachment for in each availability zone.
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© ConsoleHome [ EC2 @ vpC @& Route53 B Red Hat OpenShift Serviceon AWS {8 S3

VPC attachment

Select and configure your VPC attachment.

DNS support Info

IPv6 support Info

VPCID
Select the VPC to attach to the transit gateway.

vpc-0ddf091aca543aa90 (ocp11-qvb4h-vpc) v

Subnet IDs Info
Select the subnets in which to create the transit gateway VPC attachment.

us-east-1a subnet-0f1289d28d242d174 (ocp11-qub4h-priv... ¥
us-east-1b subnet-085df21d358fbb242 (ocp11-qvb4h-priva... ¥
us-east-1c subnet-045d2a64f4a204¢75 (ocp11-qvb4h-priva... ¥
us-east-1d subnet-0745c¢50214fa6903b (ocp11-qvb4h-priva... ¥
us-east-1f subnet-092f62e2716962d33 (ocp11-qvb4h-priv... ¥

' subnet-0f1289d28d242d174 X’ I subnet-085df21d358fbb242 Xl

l subnet-045d2a64f4a204c75 Xl subnet-0745c¢50214fa6903b X‘

‘ subnet-092f62e2716962d33 X]

Step 6. Scroll down to the bottom and click Create transit gateway attachment.

Tags
A tag is a label that you assign to an AWS resource. Each tag consists of a key and an optional value. You can use tags to search and filter
your resources or track your AWS costs.

Key Value - optional

Q, Name X Q, HC-TGW-VPC-Attachment X
Add new tag

You can add 49 more tags.

Cancel Create transit gateway attachment
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Step 7. Verify it is successfully created.

L @ M. Virginla * admin/asharmagocisco.com @ he-teng

84 Route 53 i8] Red Hat OpenShift Service on AWS B 53

Mew VPC Experience @ You successfully created VPC attachment tgw-attach-026a2d32f0b2ce5d4 f HC-TGW-VPC-Attachment,
i X

Tl s wiiae you think

Transit gateway attachments (1/1) info &) Actions ¥ Create transit gateway attachment
VWPC dashboard
EC2 Global View [ Q 1 &
Filter by VPC: | Transit gateway attachment ID: tqw-attach-026a2d32f0h2ca5dd ¥ | Clear filters |

Select o VPC L4
Name v Transit gateway attachmentID ¥ Transit gateway 1D v Resource type 'y
¥ Virtual private cloud
| HC-TGW-VPC-Attac. . tgw-attach-026a2d32f0bZceSd4 tgw-04b5147fB465af124 VPC
L aurvec

Procedure 3. Create Customer Gateways in AWS VPC

Customer gateways in AWS represent the on-prem gateways on the other end of the site-to-site VPN.
Step 1. Use a web browser to navigate to console.aws.amazon.com. Login to your AWS account.

Step 2. Navigate to VPC > Customer gateways from the left navigation pane.

aws

Services Q 4 @ N. Virginia ¥ admin/asharma@cisco.com @ he-tenz

@ ComsoleHome [BIEc2 & vPC % Route53 B Red Mat OpensShift Service on AWS 8 53
graups Customer gateways (1/2) info I c Actions ¥ Create customer gateway
¥ Virtual private network Q 1 &
(VPN)
Customer gateways Name v Customer gateway ID v State v BGP ASN

Step 3. Click Create transit gateway attachment.
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% Console Home [ Ec2 '@ vpc @ Route53 |8 Red Hat OpenShift Service on AWS & 53

VPC Customer gateways Create customer gateway

Create customer gateway i«

A customer gateway is a resource that you create in AWS that represents the customer gateway device in your on-premises
network.

Details

Name tag - optional
Creates a tag with a key of 'Name' and a value that you specify.

customer-gateway-1
Value must be 256 characters or less in length.
BGP ASN Info
The ASN of your customer gateway device.
65251
Value must be in 1 - 2147483647 range.
IP address Info
Specify the IP address for your customer gateway device's external interface.

64.100.255.181
Certificate ARN

The ARN of a private certificate provisioned in AWS Certificate Manager (ACM).

Device - optional
Enter a name for the customer gateway device.

Step 4. Scroll down to the bottom and click Create customer gateway.

Step 5. Repeat steps 1-4 for the second on-prem gateway.
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1 Console Home |8 Ec2 G| veC & Route53 |8 Red Hat OpenShift Service on AWS & 53

VPC Customer gateways Create customer gateway

Create customer gateway i

A customer gateway is a resource that you create in AWS that represents the customer gateway device in your on-premises
network.

Details

Name tag - optional
Creates a tag with a key of 'Name’ and a value that you specify.

customer-gateway-2
Value must be 256 characters or less in length.
BGP ASN Info
The ASN of your customer gateway device.
65251
Value must be in 1 - 2147483647 range.
IP address Info
Specify the IP address for your customer gateway device's external interface.

64.100.255.182|

Certificate ARN
The ARN of a private certificate provisioned in AWS Certificate Manager (ACM).

Device - optional
Enter a name for the customer gateway device.

Procedure 4. Create TGW attachment to the Site-to-Site VPN

Step 1. Use a web browser to navigate to console.aws.amazon.com. Login to your AWS account.
Step 2. Navigate to VPC > Transit gateways attachments from the left navigation pane.

Step 3. Click Create transit gateway attachment.

Q @ N. Virginia v admin/asharmag@cisco.com @ he-tenz

@ Console Home M EC2 & vpC  # Route53 |8 Red Hat OpenShift Service on AWs & 53

¥ DNS firewall Transit gateway attachments (4) info & Actions ¥ |
1

Rule groups
Q @

Daormain lists

¥ Network Firewall Name v Transit gateway attachmentID ¥ Transit gateway ID v Resource type v Re

Step 4. In the Create transit gateway attachment window, specify a Name tag (for example, HC-TGW-VPN-
Attachment). For the Transit gateway id, select the newly created TGW from the drop-down list. For the
Attachment type, select VPN.
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i ConsoleHome [ Ec2 @ vpC & Route53 |8 Red Hat OpensShift Service on AWS

VPC Transit gateway attachments Create transit gateway attachment

Create transit gateway attachment i«

A transit gateway (TGW) is a network transit hub that interconnects attachments (VPCs and VPNs) within the same AWS
account or across AWS accounts.

Details

Transit gateway ID Info

tgw-04b5147f8469af124 (HC-TGW-0) v

Attachment type Info

VPN v

Step 5. In the VPN Attachment section, for Customer gateway, select the radio button for Existing. For
Customer gateway ID, select the first customer gateway from the drop-down list. For Routing Options, select
Static.

aws % services | Q ] [Option+5] L @  N.vViginia ¥

7 ConsoleHome [@Ec2 & vpc '@ Route 53 |8 Red Hat OpenShift Service on AWS & 53

VPN Attachment

Create a new customer gateway or select an existing customer gateway that you would like to connect to the transit gateway via a VPN
connection.

Customer Gateway Info
O Existing
New

Customer Gateway ID Info

cgw-02c6c14e3f76f8233 (customer-gateway-1) v

Routing options Info
Dynamic (requires BGP)
O static

Enable Acceleration (Improve performance of VPN tunnels via AWS Global Accelerator and the AWS global
network) Info

Step 6. Scroll down to the bottom and click Create transit gateway attachment.
Step 7. Repeat steps 1-6 to create a second TGW attachment to second customer gateway.

9] £ (6] M. Virginia ¥ ackminsharmmags

#f route 53 8 Red Hat Dpenshift Service on AWS

Transit gateway attachments (2) o (o] | actions ¥

connections Q 1 L)

Client VPN endpoint i 17 [
e endpoints State: available >  Resource types VPN X Clear filters
¥ AWS Cloud WAN

Wirtual private gateways

Site-to-Site VPN

Netwark Manager Hame v Transit gateway attachment 1D 7 Transit gateway ID v Re.. ¥ Respurce D L
HC-TGW-YPN-Attzchment tgw-attach-035065618b68a3 710 tow-04b5147F3469af124 VPN vpn-0688beafa(fc 10928
¥ Transit gateways
HC-TGW-YPN-Attachment? tew-attach-0bZansefa0feTooes tow-04b5 147746340 24 VPN vpn-02363chefdBb3deed

Transit gateways
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|
Procedure 5. Create Site-to-Site VPN to on-prem data center

Step 1. Use a web browser to navigate to console.aws.amazon.com. Login to your AWS account.

Step 2. Navigate to VPC > Site-to-Site VPN connections from the left navigation pane.

Step 3. Click Create VPN connection.

= L @ M. Virginia ¥ admin/asharmagicisco.cam @ he-tenar
Consala Hame ez @ wec 8 moutess B Red Hat Openshift Service on Aws [ 53
Virtual private gateways "
! ¢ v VPN connections (1/3) o | Actions ¥ | Download configuration | Create VPN connection
Slhte-to-Site VPN
connections Q, 1 &

Client VP endpoints
VPN ID v State - Virtual private gateway ¥ Transit gateway

¥ AWS Cloud WAN

Step 4. In the Create VPN connection window, specify a name in Name tag, for the Target gateway type,
select Transit gateway, and for the Transit Gateway, select the newly created Transit Gateway from the drop-

down list.

aES 25 Services Q

9 ConsoleHome [@ Ec2 G| vec @ Route53 [&l Red Hat OpensShift Service on AWS & 53

VPC VPN connections Create VPN connection

Create VPN connection

Select the resources and additional configuration options that you want to use for the site-to-site VPN connection.

Details

Name tag - optional
Creates a tag with a key of 'Name' and a value that you specify.

VPN-181

Value must be 256 characters or less in length.

Target gateway type Info
Virtual private gateway
O Transit gateway
Not associated

Transit gateway

tgw-04b5147f8469af124 / HC-TGW-0 v

Step 5. For the Customer gateway, select Existing. For the Customer gateway ID, select the first gateway
from the drop-down list. For the Routing options, select Static. For the Tunnel inside IP version, select IPv4.
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7 ConsoleHome |@ Ec2 '@ vPc & Route53 |8 Red Hat OpenShift Service on AWS &l 53

Customer gateway Info
O Existing

New

Customer gateway ID

cgw-02c6c14e3f76f8233 / customer-gateway-1 v

Routing options Info
Dynamic (requires BGP)
O Static

Tunnel inside IP version
O IPv4
IPvE

Enable acceleration Info

Additional charges apply from AWS global accelerator if acceleration is enabled.
Improve performance of VPN tunnels via AWS global accelerator and the AWS global
network.

Step 6. Select default options for the IPs on either side allowed over the site-to-site VPN. Default allows all
traffic. Restrict as needed for your environment.

a__vf_s Services Q,

i@ ConsoleHome [ @ Ec2 '@ vPC @ Route53 |88 Red Hat OpenShift Service on AWS & 53

Local IPv4 network CIDR - optional
The IPv4 CIDR range on the customer gateway (on-premises) side that is allowed to communicate aver the VPN tunnels. The default is
0.0.0.0/0.

Q

Remote IPv4 network CIDR - optional
The IPv4 CIDR range on the AWS side that is allowed to communicate over the VPN tunnels. The default is 0.0.0.0/0.

Q

Outside IP address type Info
Publiclpv4 v

Step 7. Expand Tunnel 1 options and under Advanced options for tunnel 1, select Edit tunnel 1 options. This
will enable several configuration options. For Phase 1 DH group numbers, delete 2 by clicking on the X next 2.
Similarly, delete 2 from Phase 2 DH group numbers.
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Phase 1 DH group numbers
The permitted Diffie-Hellman group numbers for the VPN tunnel for phase 1 IKE negotiations.

v
12 x| 1a x| |15 x| |16 x| |17 x| |18 X] |19 x| 20 x|
|21 ><H22 )(st ><H24 X‘
Phase 2 DH group numbers
The permitted Diffie-Hellman group numbers for the VPN tunnel for phase 2 IKE negotiations.

v

‘szsx‘ 14><H15><H15><H1?x‘ 1a><H19><

‘20)(”21 )(H22><H23><H24><‘

Step 8. For Startup action, select Start to specify the action to take for establishing a new (or modified) VPN
tunnel. This is only supported for customer gateways with IP addresses.

Startup action Info
Add
O start

Step 9. Under Tags, specify a name for connection using Key (Name) and Value.

Tags
A tag is a label that you assign to an AWS resource. Each tag consists of a key and an optional value. You can use tags to search and filter
your resources or track your AWS costs. Name tag helps you track your resources more easily. We recommend adding Name tag.

Key Value - optional

Q. Name X Q VPN-181 X

You can add 49 more tags.

Cancel Create VPN connection

Step 10. Click Create VPN connection to create the VPN tunnel on the AWS side.

Step 11. Repeat Steps 1-10 for the second customer gateway.

K. Virginia ®  adminfasharmagcisce com g he-tenar
nnsola ez € #| foutn 53 [ Acd Hat Dpanshift Soi ws s
O }::JV:?CFxpvrikrﬂrr % VPN connections (1/2) nf Actlons ¥ | Dewnload configuratian
Q 1 &
WPC dashbeard
State: availabla X| Claar filtars |
EC2 Glabal View [4 v -
Filter by VPC: Name 7 VPN ID v State . Transit gateway v Custormer gateway v Custarmer gataway
Select @ VPC - |
- WPH-181 wpn-DESEbeafaDfc1 0988 @) twailbin tow- 045514 TER460aF1 14 cqu-02chs 1 4eBFTERRI3E £4.100.355,161
* Virtual private cloud | O vPn-ls2 vpr-02363chefdih34ees @ dwallable tpw-04h514 FFaa65aF1 24 cqw-75ffacadadfadbds BA.100.255,782

Procedure 6. Download site-to-site VPN configuration for on-prem device

Step 1. From VPC > Site-to-Site VPN, click the newly deployed VPN configuration for the first customer
gateway.

Step 2. From the configuration for the VPN, click Download Configuration.
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N, ¥irginia ¥ admin fasharmal

D) New VPC Experience

el e g i VPC > VPN onnections » vpr-DEESbealadfc10983
VPC dashbrard vpn-OGBSbeafaOfc"l 0988 / VPN-181 Oownload canfiguration Bctions ¥
EC2 Global View (3
FilLer by VPC: Details
Select o VRC v
» Virtual private cloud VPN ID State Wirtual private gateway Cistamer gateway
( wun-058Ebeafz0f 10988 @ Avallztle - cgw-D2eEC143(76f8233
Yaur VPCs
Subnets Transit gatavway Customer gateway addrass Type Catogary
Foute tables tow-04b5147f8468aF1 24 [P 64.100.255.181 £ ipsec. [u U
Internet gasaways VPO Raouting Acceleration enabled Authentication
Egress-only intermet - Sratic Falsa Fro-shared kay
pateways
Local IPvd network CIDR Remate Pud network CIDR. Local IPvG netwerk CIOR Rermate IPvE network CIDR
"
famer gatenss J oo I oo - -
DHCP aptian sem
—— Cora netwnrk ARN Cara natwark attachmens ARN Gatoway associztion state Ouitsic |# addross typn
Nastic
- - (P assacizted P Publiclpyd
Mananed orefis list

Step 3. In the Download configuration pop-up window, for Vendor, select Cisco Systems, Inc. For Platform,
select CSRv AMI. For Software, select 12.4+. For IKE version, select ikev2.

a_‘:‘_'\‘r__s EEE Services Q Q 4 @ N. Virgin ¥ admin/asharma@cisco.com @ he

1 Console Home @ EC2 £E| VPC & Route 53 & Red Hat OpensShift Service on AWS & 53

@ New VPC Experience % VPC vpn-0688beafa0fc10988

Tell us what you think

VPC dashboard
EC2 Global View [2 Download configuration X
Filter by VPC: Choose the sample configuration you wish to download based on your customer

gateway. Please note these are samples, and will need modification to use Advanced

Select a VPC v
Algorithms, Certificates, and/or IPv6.
¥ Virtual private cloud Vendor
The manufacturer of the customer gateway device (for example, Cisco Systems, Inc).
Your VPCs Cisco Systems, Inc. v
Subnets
Platform

Route tables
The class of the customer gateway device (for example, J-Series).

Internet gateways CSRv AMI v

Egress-only internet

gateways Software
The operating system running on the customer gateway device (for example, Screen05).

Carrier gateways

105 12.4+ v
DHCP option sets
Elastic IPs IKE version

- The IKE version you are using for your VPN connection.
Managed prefix lists

ikev2 v
Endpoints

Endpoint services Cancel

Step 4. Click Download.

Step 5. Repeat steps 1-4 for the VPN connection to the second customer gateway.

Step 6. Edit the downloaded configuration files and upload it to the on-prem VPN devices. The VPN devices
are CSR1000V in this design. The edited configuration is provided in the Appendix section of this document.

Step 7. Enterprises must allow inbound reachability from the public IP of the AWS VPN tunnel to the public IP
(if NAT is used, then to the private IP of the customer gateways. If NAT is used, then to the private IP of the
customer gateways. This is the minimum configuration necessary to bring the IPsec VPN tunnel up. Verify that
this connectivity is in place by initiating a ping from the customer gateways within the Enterprise to the public IP
of the tunnel in AWS. Verify for both customer gateways - configuration and verification for customer gateway-1
is shown below.
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[HC-RTP-Sitel-CSR1kv-1#show run int tunnell
Building configuration...

ICurrent configuration : 362 bytes
1
interface Tunnell

description Tunnel#l to AWS-TGW

ip address 169.254.189.2086 255.255.255.252

ip tcp adjust-mss 1379

tunnel source GigabitEthernet2

tunnel mode ipsec ipvé

tunnel destination 18.233.149.22

tunnel protection ipsec profile ipsec-vpn-@688beafaBfcl0988-0
ip virtual-reassembly

Iend

[HC-RTP-Sitel-CSR1kv-1#show run int tunnel2
Building configuration...

lCurrent configuration : 362 bytes

1

interface Tunnel2

description Tunnel#2 to AWS-TGW

ip address 169.254.229.118 255.255.255.252
ip tcp adjust-mss 1379

tunnel source GigabitEthernet2

tunnel mode ipsec ipvé

tunnel destination 34.199.172.92

tunnel protection ipsec profile ipsec-vpn-@688beafaBfcl988-1
| ip virtual-reassembly

end

[HC-RTP-Sitel-CSR1kv-1#ping 18.233.149.22

Type escape sequence to abort.

'Sending 5, lee-byte ICMP Echos to 18.233.149.22, timeout is 2 seconds:
'Success rate is 108 percent (5/5), round-trip min/avg/max = 9/9/11 ms
HC-RTP-Sitel-CSR1kv-1#ping 34.199.172.92

' Type escape sequence to abort.

'Sending 5, 1@@-byte ICMP Echos to 34.199.172.92, timeout is 2 seconds:
Success rate is 108 percent (5/5), round-trip min/avg/max = 9/9/18@ ms
\HC-RTP—Sitel—CSleV-l#I

Step 8. Verify the site-to-site VPN tunnels are up on both locations as shown below.

Figure 13. Status of Site-to-Site VPN to Customer Gateway-1
" Virtual private network
(VPN) Tunnel state
Customer gateways
Tunnel number ¥ Qutside IP address ¥ Inside IPv4 CIDR ¥ Inside IPv6 CIDR ¥ Status ¥
Virtual private gateways
Site-to-Site VPN Tunnel 1 18.233.149.22 169.254.109.204/30 - ® Up
connections Tunnel 2 34.199.172.92 160.254.229.108/30 - ®up
Client VPN endpaints
Figure 14. Status of Site-to-Site VPN to Customer Gateway-2
¥ Virtual private network Tunnel state
(VPN)
Customer gateways Tunnel number ¥ Qutside IP address + Inside IPv4 CIDR. ¥ Inside IPvE CIDR ¥ Status ¥
Virtual private gateways Turnel 1 18.210.98.60 169.254.44,108/30 - @up

Site-to-Site VPN

connections

Tunnel 2 34.204.64.189 169.254.104.216/30 - @up
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Figure 15. Enterprise side Status of Site-to-Site VPN on VPN Gateway-1

HC-RTP-Sitel-CSR1lkv-1#sh crypto sess detail

Crypto session current status

Code: C - IKE Configuration mode, D - Dead Peer Detection

K - Keepalives, N - NAT-traversal, T - cTCP encapsulation,

X - IKE Extended Authentication, F - IKE Fragmentation

R - IKE Auto Reconnect, U - IKE Dynamic Route Update S - SIP VPN

Interface: Tunnell
Profile:; IKEVZ-PROFILE-1
Uptime: 0@:41:18
Session status: UP-ACTIVE
Peer: 18.233.149.22 port 450@ fvrf: (none) ivrf: (none)
Phasel_id: 18.233.149.22
Desc: (none)
Session ID: 67
IKEvZ SA: local 192.168.171.251/4500 remote 18.233.149.22/4500 Active
Capabilities:DN connid:3 lifetime:@7:18:42
IPSEC FLOW: permit ip 0.90.0.0/0.0.0.0 0.0.0.0/0.0.0.0
Active SAs: 2, origin: crypto map
Inbound: #pkts dec'ed 15 drop @ life (KB/Sec) 4608000/3134
Outbound: #pkts enc'ed 90 drop @ life (KB/Sec) 4608000/3134

Interface: Tunnel2
Profile: IKEVZ2-PROFILE-2
Uptime: ©01:40:00
Session status: UP-ACTIVE
Peer: 34.199.172.92 port 450@ fvrf: (none) ivrf: (none)
Phasel_id: 34.199.172.92
Desc: (none)
Session ID: 66
IKEvZ SA: local 192.168.171.251/4500 remote 34.199.172.92/4500 Active
Capabilities:DN connid:6 lifetime:06:20:00
IPSEC FLOW: permit ip 0.90.0.0/0.0.0.0 0.0.0.0/0.0.0.0
Active SAs: 2, origin: crypto map
Inbound: #pkts dec'ed 5 drop @ life (KB/Sec) 4608000/659
Outbound: #pkts enc'ed 57 drop @ life (KB/Sec) 4608000/659

Note: Enterprise side Status of Site-to-Site VPN on VPN Gateway-2
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HC-RTP-Sitel-CSR1kv-2#show crypto sess detail

Crypto session current status

Code: C - IKE Configuration mode, D - Dead Peer Detection

K - Keepalives, N - NAT-traversal, T - cTCP encapsulation

X - IKE Extended Authentication, F - IKE Fragmentation

R - IKE Auto Reconnect, U - IKE Dynamic Route Update, 5 - SIP VPN

Interface: Tunnell
Profile:; IKEVZ-PROFILE-1
Uptime: 0@:43:31
Session status: UP-ACTIVE
Peer: 18.210.98.6@ port 4500 fvrf: (none) ivrf: (none)
Phasel_id: 18.21@.98.60
Desc: (none)
Session ID: 28
IKEv2 SA: local 192.168.171.252/450@ remote 18.210.98.60/450@ Active
Capabilities:DN connid:2 lifetime:@7:16:29
IPSEC FLOW: permit ip 0.0.0.0/0.0.0.0 0.0.0.0/0.0.0.0
Active SAs: 2, origin: crypto map
Inbound: #pkts dec'ed 10 drop @ life (KB/Sec) 4607998/988
Outbound: #pkts enc'ed 10 drop @ life (KB/Sec) 4607999/988

Interface: Tunnel2
Profile; IKEVZ-PROFILE-2
Uptime: 0@:44:20
Session status: UP-ACTIVE
Peer: 34.204.64.189 port 450@ fvrf: (none) ivrf: (none)
Phasel_id: 34.204.64.189
Desc: (none)
Session ID: 30
IKEv2 SA: local 192.168.171.252/450@ remote 34.204.64.189/450@0 Active
Capabilities:DN connid:1 lifetime:@7:15:40
IPSEC FLOW: permit ip 0.90.0.0/0.0.0.0 0.0.0.0/0.0.0.0
Active SAs: 2, origin: crypto map
Inbound: #pkts dec'ed 6 drop @ life (KB/Sec) 46@7999/939
Outbound: #pkts enc'ed 6 drop @ life (KB/Sec) 4607999/939

Step 9. Verify you have IP reachability between on-prem endpoints and AWS VPC endpoint. To verify this
quickly, a temporary loopback IP and address is configured on the Enterprise gateways, and then a static route
to the /32 IP of these loopbacks are added in the route table of the AWS Transit Gateway. Now you should be
able to ping from the LoopbackO IP to any of the cluster nodes in AWS.

HC-RTP-Sitel-CSR1kv-1l#show run int loop@
Building configuration...

Current configuration : 98 bytes

!
interface Loopback®

description TEST-AWS-INTERFACE

ip address 51.51.51.251 255.255.255.0
end

HC-RTP-Sitel-CSR1kv-1#
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HC-RTP-51itel-CSR1kv-2#show run int loop@
Building configuration...

Current configuration :
1
interface Loopback®
description TEST-AWS-INTERFACE

ip address 51.51.51.252 255.255.255.0
end

98 bytes

HC-RTP-Sitel-CSR1kv-2#

= L @ N, Virginia ¥
= Aoute 53 B8 Red Hat OpenShift Service on AWS & 53
Firewalls —_—
Frell palicies tgw-rtb-058a8f312ad5b0c1b / HC-TGW-Route-Table-1 | Actions ¥
Network Firawall rule
graups Details
¥ Virtual private network
(VPN} Transit gateway route table 10 State Default association route table Default propagation route
Customer gateways tgw- @ svallable es table
Virtual private gateways rtb-0583E491 2adSE0cTh Yes
Site-to-5ite WPN Transit gateway 1D
connections tgw-04b5147f5465af124
Client YPN endpaints
¥ AWS Cloud WAN
Network Manager Associations Propagations Prefix list references Rowtes Tags
¥ Transit gateways
Transit gateways » Filter routes by CIDR
Transit gateway
attachments 1
Routes (5] (& | Actlons ¥ Create statlc route |
Transit gateway policy
tables Q 1 &
Transit gateway routa
tables cioR v Attachment ID v Resource 1D v Resource type v
Transit gateway multicast
1000016 tgw-attach-026a2d32f0b2ce5dd vpc-0ddfdd1acatd3aal0 VPC
¥ Traffic Mirroring 17231.0.0/16 tgw-attach-0a06bd1 17 Fffcdfd wpc-Obbc95882001416a3 VPC
Mirror sessions 192.168.171.0/24 tgw-attach-035065618b68a3710 vpn-06Eaheafa0fc10988(1... VPN
Mirror targets 51.5151.251/32 tgw-attach-035065618b68a3710 vpn-0688beafadfc10388(1,.. VPN
Mirror filtars 51.51.51.252/32 tgw-attach-0l 60e8 pn-0236 WPM
Note: You need to allow ICMP traffic from the Loopback IPs by adding a security group rule in the security

group for master nodes/worker nodes or other endpoints that you want to allow ping access to as shown
below.

Edit inbound rules

ECZ » Security Graups 4-03905 1285 -

Edit inbound rules i«

Inbaund rules control the incoming traffic that's allowed te reach the Instance.

Inbound rules e

Pratocal Infa  Part range Saurce Infu Descriptian - optional it

Infs

Security group rule 1D Type o

AlLICMP - 1P v Custom ¥ Q Created by OpenShift-Admin Deleta
g-DeadiTOTANCIETAS X

e

Add rule

Cancel Preview changes

Step 10. You can now add additional routes as needed for reachability across this site-to-site VPN for
applications, services, and other networks across this hybrid deployment.
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Deploy VMware CSI

This section describes the deployment of a Container Storage Interface (CSl) for the on-prem Kubernetes
environment in the solution. This solution uses VMware vSphere CSI, which is one of the default CSls deployed
by Red Hat as a part of the OCP installation process. VMware vSphere CSl is deployed on the Red Hat OCP
cluster running on the Application HyperFlex VSI cluster and will leverage HyperFlex as the physical storage for
the backend VMDK volumes. The deployment steps provided here will focus on the additional configuration
required to setup and use vSphere CSI to dynamically provision persistent storage for container workloads.

Prerequisites

The prerequisites for deploying VMware vSphere CSI on a Red Hat OCP cluster are:
¢ VMware vSphere version 6.7U3 or later
 Virtual machines of hardware version 15 or later

e No third-party vSphere CSI driver already installed in the cluster. Red Hat OCP includes a built-in version
of the vSphere CSI in each OCP release. Red Hat only supports this CSl and does not support a vSphere
CSl provided by the vendor or by the community.

« VMware vCenter and vSphere version should ideally be the same version or certain capabilities may not
be available - see the VMware vSphere CSI documentation for additional details.

Setup Information
Table 13 lists the deployment parameters for VMware vSphere CSI.

Table 13. VMware vSphere CSI - Deployment Parameters

Storage Class Name name thin-csi Provisioned during OCP install

Storage Policy StoragePolicyName openshift-storage-policy- Provisioned during OCP install - note

Name ocp11-9kbbs that ocp11-9kbbs is the cluster name
prefix

Storage Provisioner provisioner csi.vsphere.vmware.com

Storage Reclaim reclaimPolicy Delete Default - but can be changed to

Policy ‘Reclaim’ as needed

Volume Binding volumeBindingMode  WaitForFirstConsumer Default - here the binding is not done

Mode until a Pod makes a Persistent Volume
Claim

Allow Volume allowVolumeExpansion true Provisioned during OCP install

Expansion ???
Same as CSl resize
???

Deployment Steps

The section provides the procedures for deploying and using VMware vSphere CSI on a Red Hat OCP cluster
running on the Application HyperFlex VSI cluster.

Procedure 1. Verify built-in vSphere CSI deployment and configuration
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This procedure verifies that the VMware vSphere CSI that was deployed as a part of the Red Hat OCP install.
Red Hat OCP Installer deploys the vSphere CSl in the openshift-cluster-storage-operator and openshift-
cluster-csi-drivers namespaces or projects. Verify the CSI pods are up and running with no errors. This can be
verified from the command line or from Red Hat Hybrid Cloud Console.

Step 1. Navigate using a web browser to the OpenShift Hybrid Cloud Console. Login using your Red Hat
account. Navigate to Clusters and find the newly created OCP cluster. Click the cluster name.

OpenShift

Clusters

Overview

Releases

Developer Sandbox

Downloads

| Hat
Hybrid Cloud Console

All apps and services =

Clusters

| Hybrid Y Cluster type = Create cluster i

View only my clusters @

MName T Status Type Created
Hybrid Cloud - OCPT1 @ Ready CCP M Aug
2022

e (7] . Archana Sharma

Version Provider ...
410,47 VSphers i
® Update

Step 2. Click on Open console from the top-right corner and login to the cluster console as kubeadm user.

OpenShift

Clusters

Overview

Releases

Developer Sandbox

Downloads

Advisor
Vulnerability

Subscriptions

| RedHat
| Hybrid Cloud Console

All apps and services =

Clusters » Hybrid Cloud - OCP1I

Hybrid Cloud - OCP11

Overview Manitoring Access control

Details

Cluster ID
df55ealc-0f74-4ef5-8f04-b2bab036834f

Type
CCP

Region
N/A

Provider
VSphere

Cluster history Support

Status
@ Ready

Total vCPU
24vCPU

Total memory
937 GiB

Nodes
Control plane: 3
Compute: 5

o (7] . Archana Sharma =

Step 3. From the Red Hat OCP console for the cluster, navigate to Home > Projects in the left navigation

menu. Select and click openshift-cluster-storage-operator from the list.

Step 4. Review the inventory and verify that all Pods, containers, and services are running. Verify there are no
CSl related errors in the Status window.
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(+]

a7

“You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

ojects * Project details
@& openshift-cluster-storage-operator © ace Actions ¥
Droject:
Overview Details  YAML  Workloads  RoleBindings
Details View all Status Activity View events
Name @  Active Ongoing
apenshift-cluster-storage-
operator - here are no ongoing activitie:
Requester 20231 v View details
No requester Deprecated API that will be remaved in the next Recent events
EUS version is being used. Remaoving the workload
Labels that is using the batch.vlbetal/cronjobs API might
kubernetes... =openshife-clu be necessary for a successful upgrade to the next
olm.operatorgroup.uid/e523_. EUS cluster version, Refer to “oc get
openshift.io/cluster-mo... apirequestcounts cronjobsvibetalbatch -o yaml™ to
L identify the workload.
Desacription
Mo Jan 30, 2 257 Ph View details
The minimum notification faiure rate to email sent
from any instance in the cluster is 100%
Inventory st
Utilization Thow =
Usags
CPU 3.08m
igMaps
26 Secrets
Al n b e 100 Mg

Repeat step 2 for the second namespace/project: openshift-cluster-csi-drivers

Red Hat
OpenShift

Container Platfc

e

kube:admin v

You are logged in as a temporary administrative user. Update the

GD openshift-cluster-csi-drivers @ active

er OAuth configuration to allow others to log in.
8 Administrator ===

Home —
Overview  Details YAML  Workloads  RoleBindings
Overview
Projects
Details View al Status Activity
Name @ Active Ongoing

openshift-cluster-csi-drivers

~
Requester y Joing
No r ¢ b
Deprecated API that will be removed in the next Recent events 18 Pause
EUS version is being used Removing the workload
Operators that is using the batchvlbetal/cronjobs API might
rgroup ui be necessary for a successful upgrade to the next
Workl ycluster-mo.. =tr. EUS cluster version. Refer to “oc get
RECCOBTE apirequestcounts cronjobsvibetal batch -0 yaml” to
identify the workioad
= Description an 30, 2023, 12:57 PM
Deployments fescriptior The minimum notification failure rate to email sent
from any instance in the cluster is 100%
DeploymentConfigs
v
Stateful$ Inventory
Secrets Utilization Thour =
nfigMaps
CronJobs e o
CPU 13.2¢
Jobs
DaemonSets
Memory 109 GiB
_

Note:

You can also quickly verify the status of the pods from the command line as shown below:
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[administrator@ocp-installer ~1s

[administrator@ocp-installer ~]$ oc project openshift-cluster-storage-operator

Now using project "openshift-cluster-storage-operator” on server "https://api.ocpll.hc.com:6443".
[administrator@ocp-installer ~1$

[administrator@ocp-installer ~]$ oc get pods

NAME READY STATUS RESTARTS AGE
cluster-storage-operator-7b66c57f87-c2jdw 1/1 Running 7d1h
csi-snapshot-controller-7cddd6ec7c-31jmd 1/1 Running 7d1h
csi-snapshot-controller-7cddd6cc7c-zhx4t 1/1 Running 7d1h
csi-snapshot-controller-operator-d7b6d8c44-29vpy 1/1 Running 7d1h
cs1i-snapshot-webhook-5f954b5554-hv71q 1/1 Running 7d1h
cs1-snapshot-webhook-5f954b5554-nlc9d 1/1 Running 7d1h
vsphere-problem-detector-operator-5bf96bb4g-vddsn  1/1 Running 7d1h
[administrator@ocp-installer ~]$

[administrator@ocp-installer ~]1$ oc project openshift-cluster-csi-drivers

Now using project "openshift-cluster-csi-drivers" on server "https://api.ocpll.hc.com:6443".
[administrator@ocp-installer ~1s

[administrator@ocp-installer ~]$ oc get pods

NAME STATUS
vmware-vsphere-csi-driver-controller-976f78bSc-7m67r Running
vmware-vsphere-csi-driver-controller-976f78b5c-rbmlz Running
vmware-vsphere-csi-driver-node-6glbv 3/3 Running ( )
vmware-vsphere-csi-driver-node-b49bt 3/3 Running (7d1h ago) 7d1h
vmware-vsphere-csi-driver-node-cfjtr 3/3 Running (7d1h ago) 7d1h

RESTARTS AGE
4
0
4
4
4
vmware-vsphere-csi-driver-node-faxnw 3/3 Running 4 (7d1h ago) 7d1h
4
4
4
4
0
0

(2d2h ago) 7dih
7d1h

7d1h ago 7d1h

vmware-vsphere-csi-driver-node-ggms4 3/3 Running (7d1h ago) 7d1h
vmware-vsphere-csi-driver-node-k5v9z 3/3 Running (7d1h ago) 7d1h
vmware-vsphere-csi-driver-node-rhndr 3/3 Running (7d1h ago) 7d1h
vmware-vsphere-csi-driver-node-x5tj] 3/3 Running (7d1h ago) 7d1h
vmware-vsphere-csi-driver-operator-5565c978d5-r8z49 Running 7d1h
vmware-vsphere-csi-driver-webhook-689cdd47f4-89nml Running 7d1h
[administrator@ocp-installer ~1s

Procedure 2. Review the VMware vSphere CSI storage class deployed by the OCP installer

Step 1. From the Red Hat OCP console for the cluster, navigate to Storage > Storage Classes in the left
navigation menu.

Step 2. Select and click thin-csi from the list. This is the VMware vSphere CSI driver plugin.

Red Hat
OpensShift
C

= A7 O @ kube:admin +

You are logged in as a tempoerary administrative user. Update the cluster OAuth configuration to allow others to login.

2 Administrator

* StorageClass details

StorageClasses

Home (sC] thin-csi Actions

Details YAML

Workloads StorageClass details

Networking Mame Reclaim policy
thin-csi Delete
St
Labels Edit #  Default class
Falze

Volume binding mode
Annotations

O annotations #

WaitForFirstConsumer

Provisioner

otClas: csivspherevmware.com

VolumeSnap:

VolumeSnapshotContents Created at
@ Jan 30,2023, 1221 PM

Step 3. Click the YAML tab in the right window to view the storage class configuration.
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Red Hat

— OpenShift _ +) (7} kube:admin
Container Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

StorageClasses > StorageClass details

€9 thin-csi Actions v

Details YAML

Step 4. Review and edit options as needed - for example, the storage reclaim policy.

Procedure 3. Make VMware vSphere CSI the default CSI for Pods

By default, the Red Hat OCP installation process deploys multiple storage drivers. Kubernetes pods can use the
associated storage class to request persistent storage from the backend storage.

Step 1. From the Red Hat OCP console for the cluster, navigate to Storage > Storage Classes in the left
navigation menu. The storage classes associated with the storage drivers deployed by the Red Hat OCP
installation process is shown below.

Q kube:zadmin v

You are logged in as a temparary administrative user. Update the cluster OAuth configuration to allow others to log in.

StorageClasses

¢ Administrator

Home

Name «
Operators
Name Provisioner Reclaim policy
Workloads
& o2 kubernates.io/aws-ebs Delete
Networking @ thin kubernetes io/vsphere-volume Delete
Storage €D thin-csi csivspherevmware.com Delete

PersistentVolumes

PersistentVolumeClaims

I StorageClasses

Step 2. Select and click thin-csi from the list. This is the VMware vSphere CSI driver plugin. The other
vSphere storage class is for the earlier in-tree vSphere driver/plugin.
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—_— RedHat
- enS

ift H A 7 7] kube:admin v

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.
% Administrator

StorageClasses » StorageClass details

&9 thin-csi Actions

) ) Edit labels
Operators Details YAML

Edit annotations

Workloads

StorageClass details Edit StorageClass
- ~ N Delete StorageClass
Networking MName Reclaim policy
thin-csi Delete
Storage
Labels Edit # Default class
Pe ntVolumes Mo labels False
stentVolumeC 5 Veolume binding mode
A tati
nhanens WaitForFirstConsumer
StorageClasses 0 annotations #
volum Provisioner
VolumeSnapshotCl 5 csivsphere vmware.com

Step 3. Click Actions and select Edit StorageClass from the drop-down list.

— Red Hat
— OpenShift i A7

Container Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others t

¢ Administrator

StorageClasses * StorageClass details

Home (SC] thin-csi

Operators Details YAML

Workloads

@ View shortcuts

MNetworking

Storage

PersistentVolumes
PersistentVolumeClaims

StorageClasses

VolumeSnapshots

Step 4. Add the highlighted annotations to the metadata section of the storage class configuration. See next
step.
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
annotations:
storageclass.kubernetes.io/is-default-class: "true"
kubernetes.io/description: 'Default SC - vSphere CSI'
Step 5. Click Actions and then select Edit annotations from the drop-down list. In the Edit annotations pop-

up window, specify the above information as a Key, Value pair as shown below. Click Save to close the pop-up
window
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Edit annotations

Key Value

kubernetes.io/description Default SC - vSphere CSI

ss kubernetes.iofis-default-class

Step 6. From the YAML view, click Save and then Reload to apply the changes. The changes should now be
applied and reflected in the configuration.

— Red Hat
— OpenShift 4 © ©

Container Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others ti

92 Administrator

geClasses > StorageClass details

E3 thin-csi

Operators Details YAML

Workloads

Networking

Storage

PersistentVolumes

O 0NV A WN -

PersistentVolumeClaims

StorageClasses

VolumeSnapshots
VolumeSnapshotClasses

VolumeSnapshotContents

Step 7. The Storage > Storage Classes in the left navigation menu should now show (- Default) next to the
vSphere CSI.
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Red Hat -
OpenShift = A7 O © kube:admin v
Container Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

StorageClasses

%2 Administrator

Name =
Operators
Name Provisioner Reclaim po...
Workloads
[SC e kubernetes.io/aws-ebs Delete
Networking €8 thin kubernetes.io/vsphere-volume Delete
Storage €9 thin-csi - Default csivspherevmware.com Delete

PersistentVolumes

PersistentVolumeClaims

| StorageClasses

Procedure 4. Verify the CSI driver by deploying an application that requires persistent storage

The application we will use as an example (pacman) is deployed from the command line using Helm charts.

Step 1. From a workstation with access to the Red Hat OCP cluster and where the CLI tools are deployed as a
part of the OCP installation, create a new Openshift project or namespace to deploy the sample application.

oc new-project app-pacman-staging
Step 2. Add the repo to access the helm charts for deploying the application.
helm repo add veducate https://saintdle.github.io/helm-charts/
Step 3. Deploy the application.
helm install pacman veducate/pacman -n app-pacman-staging --set scc.create=true

Step 4. The sample application is deployed as shown below.

nistrator@cp-installe
using project "app-pacman-staging" on d -0 c.com:6443",

You can add applications to this project with the 'new-app' command. For example, try:
oc new-app rails-postgresql-example

to build a new example application in Ruby. Or use kubectl to deploy a simple Kubernetes application:
kubectl create deployment hello-node --image=k8s.gcr.io/serve_hostname

[administrator@ocp-installer ocpllls

[administrator@ocp-installer 11]$ oc project

Using project "app-pacman-staging” on server "htt

[administrator@ocp-installer oc

[administrator@ocp-installer oc

[administrator@oc - ocpll]s helm repo add veducate https://saintdle.github.io/helm-charts/
"veducate" already th the same configuration, skipping

[administrator@ocp- E 1]s

plils helm install pacman veducate/pacman -n app-pacman-staging --set scc.create
.g C etal PodSecurityPolicy 1s 1n v1.21+, unavail
etal PodSecurityPolicy 1is in v1.21+, unavailable

Mon Feb 6 0
. app-pacman-staging
STATUS: deployed
REVISION: 1
NOTES:
1. Helm has finished deploying the Pac-Man artifacts - you can find out more here > https://github.com/saintdl man-tanzu

2. Get the application URL by running these commands :
: It may take a minutes for the LoadBalancer IP to be available.
You can watch the status of by running tl get --namespace app-pacman-staging svc -w man'*

export SERVICE_IP=$(kubectl get svc --namespace app-pacman-staging pacman --template “{{ range (index .status.loadBalancer.ingress
0) HH{.}H{ end }}")

echo http://$SERVICE_IP:86
[administrator@ocp-installer ocpllls

Step 5. Verify that the application pods and containers are up and running without any errors.

oc get all, oc get pods
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[administrator@ocp-installer ocpllls
[administrator@ocp-1installer ocpll]s oc get all

NAME READY STATUS RESTARTS AGE
pod/mongo-7955ccdfb4-vprav 1/1 Running © 82m
pod/pacman-655dc89c77-64245 1/1 Running © 21m

INAME TYPE CLUSTER-IP EXTERNAL -IP PORT(S) AGE
service/mongo ClusterIP < > 27017/TCP 82m
service/pacman LoadBalancer <pending> 80:32059/TCP  82m

INAME READY UP-TO-DATE AVAILABLE AGE
deployment.apps/mongo 1/1 1 1 82m
deployment .apps/pacman 1/1 1 1 82m

INAME DESIRED CURRENT READY
replicaset.apps/mongo-7955ccdfb4 1 1 1
replicaset.apps/pacman-655dc89c77 3 1 1
[administrator@ocp-installer ocpllls

administrator@ocp-1installer ocpl
[administrator@ocp-installer ocpll]s
[administrator@ocp-installer ocpll]$ oc get pods

NAME READY  STATUS RESTARTS  AGE
ongo-7955ccdfb4-vprav 1/1 Running © 52m
pacman-655dc89c77-grtgk  1/1 Running © 52m
[administrator@ocp-installer ocpll]$

Step 6. Verify that the persistent volume claim (PVC) by the sample application is successful.

oc get pvc, oc describe pvc

[administrator@ocp-installer ocpllls
[administrator@ocp-installer ocpll]$ oc get pvc
NAME TATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
mongo-storage  Bound pvc-69991c7a-cdfc-4c47-9d26-8015ead47244 161 RWO thin-csi 4lm
[administrator@ocp-installer ocpll]s
[administrator@ocp-installer ocpllls
[administrator@ocp-installer ocpll]$ oc describe pvc mongo-storage
Name : mongo-storage
Namespace: app-pacman-staging
StorageClass: thin-csi
Status: Bound
Volume: pvc-69991c7a-cdfc-4c47-9d26-8015ead4a7244
Labels: app.kubernetes.io/managed-by=Helm
Annotations: meta.helm.sh/release-name: pacman
meta.helm.sh/release-namespace: app-pacman-staging
pv.kubernetes.1o/bind-completed:
pv.kubernetes.io/bound-by-controller:
volume.beta.kubernetes.10/storage-provisioner: csi.vsphere.vmware.com
volume.kubernetes.1o0/selected-node: ocpll-9kbbs-worker-pmcxh
volume.kubernetes.io/storage-provisioner: csi.vsphere.vmware.com
Finalizers: [kubernetes.io/pvc-protection]
1G1
RWO
Filesystem
mongo-7955ccdfba-vpray

Type Age From

Normal WaltForFirstConsumer 30m persistentvolume-controller waiting for fi
binding

Normal ExternalProvisioning 30m persistentvolume-controller waiting for a
xternal provisioner “csi.vsphere.vmware.com" or manually created by system administrator

Normal Provisioning 30m  csi.vsphere.vmware.com ocpll-9kbbs-master-2_1d749396-dSef-4ccl-a8de-4d6e0c10384f External provi
claim "app-pacman-staging/mongo-storage*

Normal ProvisioningSucceeded 30m csi.vsphere.vmware.com_ocpll-9kbbs-master-2_1d749396-dSef-4ccl-a8de-4d6edc10384f p
fc-4c47-9d26-8015ead47244
[administrator@ocp-installer ocpllls

| grep thin-csi, oc describe pv <pv name>

[administrator@ocp-installer ocpll]l$ oc get pv | grep thin-csi
pvc-69991c7a-cdfc-4c47-9d26-8015ead47244 161 RWO Delete Bound app-pacman-staging/mongo-storage
42m
[administrator@ocp-installer ocpll]s oc describe pv pvc-69991c7a-cdfc-4c47-9d26-8015ead47244
pvc-69991c7a-cdfc-4c47-9d26-8015ead47244
Annotations: pv.kubernetes.io/provisioned-by: csi.vsphere.vmware.com
Finalizers: [kubernetes.io/pv-protection external-attacher/csi-vsphere-vmware-com]
StorageClass: thin-csa
Bound
app-pacman-staging/mongo-storage
Delete
RWO
VolumeMode : Filesystem
Capacity: 161
Node Affinity: < >

CSI (a Container Storage Interface (CSI) volume source)
csi.vsphere.vmware.com
ext4
VolumeHandle: calf73ef-7c95-4fb5-862f-e27bad5d19fb
ReadOnly:
VvolumeAttributes: storage.kubernetes.10/csiProvisionerIdentity=1675100700844-8081-cs1.vsphere.vmware.com
type=vSphere CNS Block Volume
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oc get volumeattachments,

[administrator@ocp-installer ocpll]s
[administrator@ocp-1installer ocpll]$ oc volumeattachments

NAME ATTACHER PV
TACHED AGE

cs1-e2af3659ebaf003f958911d8
ue 42m
[administrator@ocp-installer ocpllls

oc describe volumeattachments <volume attachment name>

a472d1bel1825c622a11a3306001a7c9a02f4d  csi.vsphere.vmware.com pvc-69991c7a-cdfc-4c47-9d26-8015ead4724

721a472d1b ( ] 06001a7c%a02f4d

csi.alpha.kubernetes.io/node-
API Version: 8s.10/v1
Kind:
Metadata:

ttacher/csi-vsphere-vmware-com
Managed Fields:
Version t ge.k8s.10/vl

Fields Ty
1dsV1

D:

Operation:
Subresource:

Procedure 5. Create Volume Snapshot Class using VMware vSphere CSI

Step 1.
left navigation menu.

From the Red Hat OCP console for the cluster, navigate to Storage > VolumeSnapshotClasses in the
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t
ift - A7 (+] (2] kube:admin~
Platform

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.
2 Administrator

VolumeSna P shotClasses Create VolumeSnapshotClass

Operators
Mo VolumeSnapshotClasses found

Workloads

Storage

Persistent\olumes

VolumeSnapshotClasses

VolumeSnapshotContents

Step 2. Click Create VolumeSnapshotClass. In the right-hand side window, edit the YAML file with a name
for the volume snapshot class (for example, vsphere-csi-snapshotclass) and name of the vSphere CSI drive
(cs.vsphere.vmware.com). Click Create.

— RedHat
— OpenShift = A7 (+] (2] kube:admin v
Container Platform

PersistentVolumes You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

PersistentVolumeClaims

StorageClasses

Create VolumeSnapshotClass
Create by manually entering YAML JS je ti

VolumeSnapshots
VolumeSnapshotClasses

VolumeSnapshotContents

Builds

1
b
3
4
5
6
7

Observe

Compute

User Management

Administration
Create Cance! ’ ‘

Step 3. For Kasten K10 that will be deployed later in the solution, add the following annotation to the metadata
for the volume snapshot class. See next step for the procedure.

Ie

download ‘

metadata:
annotations:

k10.kasten.io/is-snapshot-class: "true"

Step 4. Click Actions and select Edit annotations from the drop-down list.
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— RedHat
— OpenShift HH A7 (+] (2] kube:admin v

PersistentVolumes

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in

PersistentVolumeClaims

ses > VolumeSnapshotClass details

St Classes o
AR (& vsphere-csi-snapclass e ¥
VolumeSnapshots
Edit labels
VolumeSnapshotClasses Details YAML Events

Edit annotations
VolumeSnapshotContents

VolumeSnapshotClass details Edit VolumeSnapshotClass

Builds Name Delete VolumeSnapshotClass

vsphere-csi-snapclass
Observe
Labels Edit ¢

Compute Nolabels

Annotations
User Management

0 annotations &

Administration Driver
cg.vsphere.vmware com

Step 5. Add the annotation as a key, value pair as shown. Click Save.

Edit annotations

Key Value

k10 kasten.io/is-snapshot-class truel =]

© Add more

The resulting YAML configuration for the volume snapshot class is as shown below:
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RedHat i
OpenShift 53 A7 (+) (2] kube:admin v

Container Platform

PersistentVolumes You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login

PersistentVolumeClaims

VolumeSnapshotClasses > VolumeSnapshotClass details

s vt &9 vsphere-csi-snapclass Actions  +
VolumeSnapshots
VolumeSnapshotClasses Details YAML Events

VolumeSnapshotContents

Builds

Observe

Compute

User Management

Administration

Cluster Settings

Deploy Kasten K10 (On-Prem)
This section describes the deployment of Kasten K10 on a Red Hat OCP cluster running on a HyperFlex VSI in
an Enterprise data center to support hybrid cloud use cases such as backup/restore of persistent volumes and
application mobility from cloud to on-prem or vice-versa.
Prerequisites
The prerequisites for deploying Kasten K10 with vSphere CSI on a Red Hat OCP cluster are:

« VMware vSphere 7.0 U1 or higher

e Access to VMware vCenter from Kasten K10

¢ CSI supports Volume Snapshots

o Back-end storage is provisioned.

o StorageClass is defined and backed by high-performance storage. This can be the default StorageClass,
or one can be specified during Kasten K10 deployment.

« Volume Snapshot Class provisioned with the following K10 annotation: k10.kasten.io/is-snapshot-class:
"true"

« CSI Driver container: csi-snapshotter is version 1.2.2 or higher

Setup Information

Table 14 provides the setup information for deploying Kasten K10 on an on-prem OCP cluster running
HyperFlex VSI.

Table 14. Deployment Parameters

OCP Cluster APPS_BASE_DOMAIN apps.ocp11.hc.com

OCP Cluster API_BASE_DOMAIN api.ocp11.hc.com
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Deployment Steps

The section provides the procedures for deploying Kasten K10 on the on-prem Red Hat OCP cluster running on
a HyperFlex VSI cluster and using VMware vSphere CSI to provision persistent storage and related functionality.

Procedure 1. Run Kasten Pre-flight checks using the K1 primer tool

This procedure runs the Kasten pre-flight checks to ensure the pre-requisites are setup correctly.

Step 1. Verify that your oc or kubectl context is pointing to the cluster where you will be deploying Kasten
K10. Use the following command to verify.

oc get nodes

Step 2. Deploy the K10 primer tool to verify there are no errors. For air-gapped deployments, see Kasten
documentation.

curl https://docs.kasten.io/tools/kl0 primer.sh | bash
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[administrator@ocp-installer ~]$ curl https://docs.kasten.io/tools/k1@_primer.sh | bash

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed
100 7957 18@ 7957 [} @ 38071 @ --i--i-m ==i-=i-- --i--i-- 38071

Namespace option not provided, using default namespace
Checking for tools
--> Found kubectl
--> Found helm
--> Found jq
Checking if the Kasten Helm repo is present
--> The Kasten Helm repo was found
Checking for required Helm version (>= v3.0.0)
--> No Tiller needed with Helm v3.7.1+7.el8
K1@Primer image
--> Using Image (gcr.io/kasten-images/kl@tools:5.5.4) to run test
Checking access to the Kubernetes context app-pacman-staging/api-ocpll-hc-com:6443/system:admin
--> Able to access the default Kubernetes namespace
K10 Kanister tools image
--> Using Kanister tools image (ghcr.io/kanisterio/kanister-tools:®.88.0) to run test

Running K10Primer Job in cluster with command-

./kl1@tools primer
serviceaccount/k1@-primer created
clusterrolebinding.rbac.authorization.k8s.io/k1@-primer created
job.batch/k1@primer created
Pod k1@primer-lsqzv is in Pending phase
Pod Ready!

10207 14:36:27.350720 9 request.go:6@1] Waoited for 1.04421396s due to client-side throttling,
not priority and fairness, request: GET:https://172.3@.0.1:443/apis/snapshot.storage.k8s.io/vlbetal
Kubernetes Version Check:

Valid kubernetes version (v1.23.12+8a6bfed4) - 0K

RBAC Check:
Kubernetes RBAC is enabled - OK

Aggregated Layer Check:
The Kubernetes Aggregated Layer is enabled - 0K

CSI Capabilities Check:
Skipping, K1@ does not use CSI snapshots for wSphere

Validating Provisioners:
kubernetes.io/aws-ebs:
Storage Classes:
gp2
Valid Storage Class - OK

kubernetes.io/vsphere-volume:
Storage Classes:
thin
Supported via K10 Generic Volume Backup. See https://docs.kasten.io/latest/install/generic.html.

csi.vsphere.vmware.com:
Storage Classes:
thin-csi
K10 supports the vSphere CSI driver natively. Creation of a K1@ infrastucture profile is
required.
Valid Storage Class - 0K

Validate Generic Volume Snapshot:
Pod created successfully - 0K
GVS Backup command executed successfully - 0K
Pod deleted successfully - 0K

serviceaccount "kl1@-primer” deleted
clusterrolebinding.rbac.authorization.k8s.io "k1@-primer” deleted
job.batch "kl@primer" deleted

[administrator@ocp-installer ~]$

Step 3. For a more complete CSI validation (recommended), run the primer cool with a specific storage class
(for example, thin-csi)
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curl -s https://docs.kasten.io/tools/k10 primer.sh | bash /dev/stdin -s thin-csi

[administrator®ocp-installer ~]$ curl -s https://docs.kasten.io/tools/k1@_primer.sh | bash /dev/stdin
-s thin-csi
Namespace option not provided, using default namespace
Checking for tools
--> Found kubectl
--> Found helm
--> Found jq
Checking if the Kasten Helm repo is present
--> The Kasten Helm repo was found
Checking for required Helm version (>= v3.0.0)
--> No Tiller needed with Helm v3.7.1+7.el8
K1@Primer image
--> Using Image (gcr.io/kasten-images/k1@tools:5.5.4) to run test
Checking access to the Kubernetes context app-pacman-staging/api-ocpll-hc-com:6443/system:admin
--> Able to access the default Kubernetes namespace
K1@ Kanister tools image
--> Using Kanister tools image (ghcr.io/kanisterio/kanister-tools:@.88.0) to run test

Running K1@Primer Job in cluster with command-

./k1@tools primer storage check csi
serviceaccount/k10-primer created
clusterrolebinding.rbac.authorization.k8s.10/k10-primer created
job.batch/k1@primer created
Pod kl@primer-sxdvm is in Pending phase
Pod k1@primer-sxdvm is in Pending phase
Pod Ready!

Using "K1@_PRIMER_CONFIG_YAML" env var content as config source

.Using "K10_PRIMER_CONFIG_YAML" env var content as gonfiﬂ source
I napshot Walkthrough:

®
Not a supported CSI driver (csi.vsphere.vmware.com) - Error I

etrror: {"message":"Not a supported CSI driver H
I(csi.vsphere.vmware.com)","function“:"kasten.io/klO/kio/tools/klOprimer. I

(*TestRetVal).Errors","linenumber":180,"file": "kasten.10/k10/kio/tools/k1@primer/k1@primer.go:180"}
s ) e O

serviceaccount "k1@-primer" deleted

clusterrolebinding.rbac.authorization.k8s.10 "k1@-primer" deleted

job.batch "k1@primer" deleted

[administrator@cp-installer ~]$

Note: The primer tool for a more complete CSI validation will fail for VMware vSphere CSI until Kasten is
deployed and an Infrastructure profile is configured enabling Kasten to communicate directly with VMware
vCenter due to the enhanced integration that Kasten K10 provides with VMware.

Procedure 2. Deploy Kasten K10 using a Helm chart

Step 1. Use the following command to add the repo for Kasten Helm charts:

helm repo add kasten https://charts.kasten.io/

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$ helm repo add kasten https://charts.kasten.io/
"kasten" already exists with the same configuration, skipping

[administrator@ocp-installer HC-OpenShift]$

Step 2. Create a namespace or OCP project for deploying Kasten K10. Kasten documentation uses kasten-io
for the namespace/project name. Create a project or a namespace using one of these commands:

oc new-project kasten-io

kubectl create namespace kasten-io
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[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$ oc new-project kasten-io
Already on project "kasten-io" on server "https://api.ocpll.hc.com:6443".

You can add applications to this project with the 'new-app' command. For example, try:
oc new-app rails-postgresql-example

to build a new example application in Ruby. Or use kubectl to deploy a simple Kubernetes application:
kubectl create deployment hello-node --image=k8s.gcr.io/serve_hostname

[administrator@ocp-installer HC-OpenShift]$

Step 3. Bypass Security Context Constraints - use with care and only if needed. For more information on SCC
in Red Hat OCP, see: https://cloud.redhat.com/blog/managing-sccs-in-openshift

oc adm policy add-scc-to-group anyuid system:authenticated
Step 4. Configure the following variables based on the Red Hat OCP cluster settings.

APPS BASE DOMAIN=apps.ocpll.hc.com
API BASE DOMAIN=api.ocpll.hc.com

[administrator@ocp-installer HC-OpenShift]$ APPS_BASE_DOMAIN=apps.ocpll.hc.com
[administrator@ocp-installer HC-OpenShift]$ API_BASE_DOMAIN=api.ocpll.hc.com

Step 5. Create a service account as follows. An OAuth client will now be registered with OpenShift:

cat > oauth-sa.yaml <<EOF
apiVersion: vl
kind: ServiceAccount
metadata:
name: kl0O-dex-sa
namespace: kasten-io
annotations:

serviceaccounts.openshift.io/ocauth-redirecturi.dex:
https://example.com/k10/dex/callback

EOF

oc create -f ocauth-sa.yaml

[administrator@ocp-installer HC-OpenShift]$ cat > oauth-sa.yaml <<EOF

> apiVersion: vl

> kind: ServiceAccount

> metadata:

> name: kl@-dex-sa

> namespace: kasten-io

> annotations:

> serviceaccounts.openshift.io/oauth-redirecturi.dex: https://example.com/k1@/dex/callback
> EOF

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$ oc create -f oauth-sa.yaml
serviceaccount/k1@-dex-sa created
[administrator@ocp-installer HC-OpenShift]$
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Step 6. Creation of the service account automatically results in two secrets being added. Collect the name of
the secret containing the token.

oc get sa klO-dex-sa -n kasten-io -o yaml

[administrator@ocp-installer HC-OpenShift]$ oc get sa kl@-dex-sa -n kasten-io -o yaml
apiVersion: vl
imagePullSecrets:
- name: k1@-dex-sa-dockercfg-7z4tn
kind: ServiceAccount
metadata:
annotations:
serviceaccounts.openshift.io/oauth-redirecturi.dex: https://example.com/k1@/dex/callback
creationTimestamp: "2023-02-08T@3:45:18Z"
name: kl1@-dex-sa
namespace: kasten-io
resourceVersion: "106024803"
uid: a3850531-c20d-425b-a38f-cd@dbf35e301
secrets:
- name: k1@-dex-sa-dockercfg-7z4tn
- name: k10@-dex-sa-token-g7grr
[administrator@ocp-installer HC-OpenShift]$

Step 7. If the secret containing the token is the first file in the output above, use index [0] to collect the token
as shown in the first command below. If it is the second file, use index [1] or the second command below.

H token is first file

DEX TOKEN=$ (oc -n kasten-io get secret $(oc -n kasten-io get sa klO-dex-sa -o
jsonpath="'{.secrets[0] .name}') -o jsonpath='{.data.token}' | base64 -d)

H token is second file

DEX TOKEN=$ (oc -n kasten-io get secret $(oc -n kasten-io get sa klO-dex-sa -o
jsonpath="'{.secrets[1l].name}') -o jsonpath='{.data.token}' | base64 -d)

[administrator@ocp-installer HC-OpenShift]$ DEX_TOKEN=$(Coc -n kasten-io get secret $(oc -n kasten-io
get sa kl@-dex-sa -0 jsonpath='{.secrets[@].name}') -o jsonpath='{.data.token}' | base64 -d)
[administrator@ocp-installer HC-OpenShift]$

Step 8. Verify the token using the following command. Output below is truncated.

echo $SDEX TOKEN

[administrator@ocp-installer HC-OpenShift]$ echo $DEX_TOKEN
eyJhbGci0iJSUzIINiIsImtpZCI6IjZIeFBnS1VKVINCOLXAYNENGbTInQjBRUMG2cGN1bLRNS@FITEFOMWAUQkki Q. eylpc3MiOil
rdWJ1ecm51dGVzL3N1LenZpY2VhY2ZNvdWS@Iiwia3ViZXIJuZXR1cySpby9zZXI2aWNTYWNjb3VudCOuYW11c3BhY2Ui01iJrYXN@ZW4ta
WBiLCIrdWI1cm51dGVzLmlvL3NLcnZpY2VhY2NvdWSOL3N1Y311dC5uYW1lIjoiazEWLWR1eC1zYS10b2t1bilnN2dyciIsImtlYmV
ybmV@ZXMuaW8vc2Vydml jZWF§Y291bnQvc2Vydml jZS1hY2ZNvdWS@LmShbWUi0i ) rMTAtZGVALXNh T iwia3ViZXJuZXR1cySpby9zZ
XJ2aWNLTYWNjb3VudC9zZXI2aWNLLWFjY291bnQudWlkIjoiYTMANTAIMZELYZzIwZCOOMjViLWEZOGYLY2QwZGImOTVIMzAXIiwic3V
iIjoic31zdGVtOnNLcnZpY2VhY2NvdWS@0mthc3R1bilpbzprMTAtZGVALXNhING . TErH11 jyBzxLMrVUupfc9RIWZBjnGs

[administrator@ocp-installer HC-OpenShift]$

Step 9. If the Red Hat OCP installation does not have a valid certificate for the router, signed by a public
Certificate Authority (for example, Verisign), execute the commands below to add the Certificate Authority that
is used to the trust-store of the Kasten Pods. The first command will extract the certificate into a pem file
(custom-ca-bundle.pem). The second command will create the config map and add the certificate.
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oc get secret router-ca -n openshift-ingress-operator -o Jjsonpath='{.data.tls\.crt}' |

base64 --decode > custom-ca-bundle.pem
oc --namespace kasten-io create configmap custom-ca-bundle-store --from-file=custom-ca-
bundle.pem

[administrator@ocp-installer HC-OpenShift]$ oc get secret router-ca -n openshift-ingress-operator -o
jsonpath="'{.data.tls\.crt}' | base64 --decode > custom-ca-bundle.pem
[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$ oc --namespace kasten-io create configmap custom-ca-
bundle-store --from-file=custom-ca-bundle.pem

configmap/custom-ca-bundle-store created

[administrator@ocp-installer HC-OpenShift]$

Step 10. Install Kasten K10 using the following Helm options:

helm install k10 kasten/kl0 --namespace=kasten-io \

--set scc.create=true \

--set route.enabled=true \

--set route.tls.enabled=true \

--set auth.openshift.enabled=true \

--set auth.openshift.serviceAccount=kl0-dex-sa \

--set auth.openshift.clientSecret=${DEX TOKEN} \

--set auth.openshift.dashboardURL=https://kl0-route-kasten-io.${APPS BASE DOMAIN}/k10/ \
--set auth.openshift.openshiftURL=https://${API BASE DOMAIN}:6443 \

--set auth.openshift.insecureCA=true \

--set cacertconfigmap.name=custom-ca-bundle-store
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[administrator@ocp-installer HC-OpenShift]$ helm install k1@ kasten/k1@ --namespace=kasten-io \
--set scc.create=true \

--set route.enabled=true \

--set route.tls.enabled=true \

--set auth.openshift.enabled=true \

--set auth.openshift.serviceAccount=k1@-dex-sa \

--set auth.openshift.clientSecret=${DEX_TOKEN} \

--set auth.openshift.dashboardURL=https://k1@-route-kasten-io.${APPS_BASE_DOMAIN}/k10/ \
--set auth.openshift.openshiftURL=https://${API_BASE_DOMAIN}:6443 \

--set auth.openshift.insecureCA=true \

--set cacertconfigmap.name=custom-ca-bundle-store

NAME: k1@

LAST DEPLOYED: Tue Feb 7 22:34:57 2023

NAMESPACE: kasten-io

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

Thank you for installing Kasten’s K1@ Data Management Platform 5.5.4!

VOV VYV VOV VYV YWY

Documentation can be found at https://docs.kasten.io/.

How to access the K18 Dashboard:

The K10 dashboard is not exposed externally. To establish a connection to it use the following
“kubectl® command:

“kubectl --namespace kasten-io port-forward service/gateway 8080:8000°

The Kasten dashboard will be available at: “http://127.0.0.1:8080/k10/#/"
[administrator@ocp-installer HC-OpenShift]$

Step 11. Download and extract the k10tools available here to verify that the authentication service was setup
correctly. This should be run from the directory where the custom-ca-bundle-store.pem is located.

./kl0tools debug auth -d openshift

[administrator@ocp-installer HC-OpenShift]$ ./kl@tools debug auth -d openshift

Verify OpenShift OAuth Server Connection:
Openshift URL - https://api.ocpll.hc.com:6443/.well-known/oauth-authorization-server
Trying to connect to Openshift without TLS (insecureSkipVerify=false)
Connection failed, testing other options
Trying to connect to Openshift with TLS but verification disabled (insecureSkipVerify=true)
Connection succeeded - 0K

Verify OpenShift Service Account Token:
Initiating token verification
Fetched ConfigMap - k10-dex
Service Account for OpenShift authentication - k1@-dex-sa
Service account fetched
Secret - k1@-dex-sa-token-g7grr retrieved
Token retrieved from Service Account secrets
Token retrieved from ConfigMap
Token matched - OK

Get Service Account Error Events:
Searching for events with error in Service Account - k1@-dex-sa

No error event found in service account - k1@-dex-sa - OK

[administrator@ocp-installer HC-OpenShift]$
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Step 12. Verify access to the Kasten dashboard using the first command. You will be redirected the second link

https://kl0-route-kasten-io.apps.ocpll.hc.com/k10/
https://kl0-route-kasten-io.apps.ocpll.hc.com/k10/#/dashboard

QO G =2 https://oauth-openshift.apps.ocp11.hc.com/oauth/authorize?client_id= w

Jashboards - Thousan... 4 RH Hybrid Cloud Con... 6 OCP Console - OnPrem O OCP Console - AWS K10 - OnPrem

RedHat
OpenShift Container Platform

Log in with

kube:admin
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O & & ntt : ft.apy p11.hc.com t y w

boards - Thousan... 4 RH Hybrid Cloud Con... O OCP Console - OnPrem O OCP Console - AWS m K10 - OnPrem

RedHat
OpenShift Container Platform

Log in to your account

Username *

kubeadmin|

Password *

Welcome to Red Hat OpenShift Container Platform

Step 13. Specify email address, company name, and accept terms.
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C O &G = hty ute-kast pps.ocp11.hc.com/k10/#/dasht 9% W
:Visited ¢ Dashboards - Thousan... 4 RH Hybrid Cloud Con... O OCP Console - OnPrem O OCP Console - AWS m K10 - OnPrem » |
[ S

IKASTEN
by veeam

Welcome to Kasten K10

Please review and accept the end user license agreement before continuing.

Email*

asharma@cisco.com

Company name*

Cisco Systems|

3y submitting, you agree to rec information about Kasten by Veeam pr rvices, and events and t Ve your p | information managed

in accordance with th . ten by Veeam’s You can bscribe atanyt

Accept Terms

Step 14. Verify that Kasten was deployed successfully and there no errors accessing the dashboard.
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(& O & = 5: ) pps.ocp11.hc.com/k1 shboar 7% W (

:+Visited > Dashboards - Thousan... 4 RH Hybrid Cloud Con... O OCP Conscle - OnPrem G OCP Console - AWS K10 - OnPrem » Ot

Kaus;r:N I Settings kube:admin

Applications Policies : age & Reports
o ir

m A otal B

Action Durations @

total actions completed actions failed actions skipped ac avg duration live artifacts retired artifacts

0 0 0 sec 1 0

Actions () W Filter

No Actions
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[administrator@ocp-installer HC-OpenShift]$ oc get all

NAME
pod/aggregatedapis-svc-677cSbbdfc-ndzsr
pod/auth-svc-fd44b5d65-6xprk
pod/catalog-svc-8c8dcf54f-pbfsc
pod/controllermanager-svc-6cf8d69bd8-q6s77
pod/crypto-svc-5c5fc47f78-mabj8
pod/dashboardbff-svc-86f556d4db-jxdbt
pod/executor-svc-5c54bcc776-9cgiw
pod/executor-svec-5c54bcc?76-jmmvk
pod/executor-svc-5c54bcc776-zctgd
pod/frontend-svc-56fbf87dcc-vint?
pod/gateway-f56d8d9bf-mnn62
pod/jobs-svc-d7b76f8-kthjn
pod/k1@-grafana-679f749579-tprop
pod/kanister-svc-598b4b5b86-vmwdg
pod/logging-svc-687bfbc55-6mmgc
pod/metering-svc-6f8477c7b7-gtpém
pod/prometheus-server-57b7dfb7f8-qcj97
pod/state-svc-76cd95b5c6-dfofp

NAME TYPE
AGE

service/aggregatedapis-svc ClusterIP
2mls

service/auth-svc ClusterIP
2mls

service/catalog-svc ClusterIP
Zmls

service/controllermanager-svc  ClusterIP
Zmls

service/crypto-svc ClusterIP

8000/TCP,8003/TCP,8001/TCP,8002/TCP  2mls

service/dashboardbff-svc ClusterIP
Zmls

service/dex ClusterIP
2més

service/executor-svc ClusterIP
2mls

service/frontend-svc ClusterIP
2mls

service/gateway ClusterIP
2més

service/gateway-admin ClusterIP
2mls

service/jobs-svc ClusterIP
2mls

service/k1@-grafana ClusterIP
2mls

service/kanister-svc ClusterIP
2mls

service/logging-svc ClusterIP

8000/TCP,24224/TCP,24225/TCP 2mls

service/metering-svc ClusterIP
2mls

service/prometheus-server ClusterIP
2mls

service/prometheus-server-exp  ClusterIP
2mls

service/state-svc ClusterIP
2mls

REA
1/1
2/2
2/2
1/1
4/4
2/2
2/2
2/2
2/2
1/1
1/1
1/1
1/1
1/1
1/1
1/1
2/2
2/2

DY

STATUS

Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

CLUSTER-IP

172.

172.

172.

172.

172.

172.

15,

15,

15,

15,

177,

177,

177,

177,

1572

1572

1572

1572

172.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

30.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

245.12

44.19

17.65

31.45

121.37

105.0

189.136

175.222

54.69

174.244

108.51

181.80

175.176

237.106

93.160

16.227

147.252

246.185

187.148

RESTARTS

= -~ T R~ T~ R T~ I~ T~ R~ T~ T~~~ S

EXTERNAL-IP

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

<none>

AGE

Z2mls

2mls

2mls

2mls

2m

2mls

2m

2m

2m

2m

Z2mls

2m

Z2mls

Z2mls

2m

Z2mls

Z2mls

2m
PORT(S)
443/TCP
8000/TCP
8000/TCP

8000/TCP

8000/TCP,8001/TCP
8000/TCP
8000/TCP
8000/TCP
8000/TCP
8877/TCP
8000/TCP

80/TCP

8000/TCP

8000/TCP
80/TCP
80/TCP

8000/TCP,8001/TCP
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NAME

deployment.
deployment.
deployment.
deployment.
deployment.
deployment.
deployment.
deployment.
deployment.
deployment.
deployment
deployment.
deployment
deployment.
deployment.
deployment.

NAME

replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.
replicaset.

NAME

TERMINATION
route. route
edge/Redire
[administra

READY
apps/aggregatedapis-svc 1/1
apps/auth-svc 1/1
apps/catalog-svc 1/1
apps/controllermanager-svc  1/1
apps/crypto-svc 1/1
apps/dashboardbff-svc 1/1
apps/executor-svc 3/3
apps/frontend-svc 1/1
apps/gateway 1/1
apps/jobs-svc 1/1
.apps/kl@-grafana 1/1
apps/kanister-svc 1/1
.apps/logging-svc 1/1
apps/metering-svc 1/1
apps/prometheus-server 1/1
apps/state-svc 1/1

apps/aggregatedapis-svc-677cSbbdfc
apps/auth-svc-fd44b5d65
apps/catalog-svc-8c8dcf54f
apps/controllermanager-svc-6cf8d69bd8
apps/crypto-svc-5c5fc47f78
apps/dashboardbff-svc-86f556d4db
apps/executor-svc-5c54bcc776
apps/frontend-svc-56fbf87dcc
apps/gateway-f56d8d9bf
apps/jobs-svc-d7b76f8
apps/k1@-grafana-679f749579
apps/kanister-svc-598b4b5b86
apps/logging-svc-687bfbc55
apps/metering-svc-6f8477c¢7b7
apps/prometheus-server-57b7dfb7f8
apps/state-svc-76cd95b5c6

HOST/PORT
WILDCARD

UP-TO-DATE

e T = = R S S

DESIRED

R RRRRPRPRRPRERRPWURRRERRER

AVAILABLE

e T = = R S S

CURRENT

R R R R R R R R WR R R R

AGE

Z2mls
2mls
2mls
2mls
2mls
Z2mls
2mls
2mls
2mls
2mls
Z2mls
2mls
2mls
2mls
2mls
Z2mls

READY

R R R R R R R R WR R R R R

.openshift.io/k1@-route k1@-route-kasten-io.apps.ocpll.hc.com

ct None
tor@ocp-installer HC-OpenShift]$
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AGE

2mls
2mls
Z2mls
2mls
2mls
2mls
2mls
Z2mls
2mls
2mls
2mls
2mls
Z2mls
2mls
2mls
2mls

PATH

/k1e/

SERVICES

gateway

PORT

http
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[administrator@ocp-installer HC-OpenShift]$ oc get sa

NAME SECRETS  AGE

builder 2 5m4ls

default 2 Sm4ls

deployer 2 5m41s

k10-dex-sa 2 5ml1@s

k1@-grafana 2 4m

k10-k10 2 4m

prometheus-server 2 4m

[administrator@ocp-installer HC-OpenShift]$ oc get scc

NAME PRIV CAPS SELINUX RUNASUSER FSGROUP

SUPGROUP PRIORIT Y READONLYROOTFS  VOLUMES

anyuid false <no value>  MustRunAs  RunAsAny RunAsAny

RunAsAny 10 false

["configMap", "downwardAPI", "emptyDir", "persistentVolumeClaim","projected","secret"]

hostaccess false <no value> MustRunAs  MustRunAsRange MustRunAs

RunAsAny <no val ue> false

["configMap", "downwardAPI", "emptyDir", "hostPath", "persistentVolumeClaim","projected","secret"]

hostmount-anyuid false <no value>  MustRunAs  RunAsAny RunAsAny

RunAsAny <no val ue> false

["configMap", "downwardAPI", "emptyDir", "hostPath","nfs","persistentVolumeClaim","projected","se
cret"]

hostnetwork false <no value>  MustRunAs  MustRunAsRange MustRunAs

MustRunAs  <no val ue> false

["configMap", "downwardAPI", "emptyDir", "persistentVolumeClaim", "projected","secret"]

k1@-grafana false [] RunAsAny RunAsAny RunAsAny

RunAsAny 0 false

["configMap", "downwardAPI", "emptyDir", "hostPath", "persistentVolumeClaim","projected","secret"]

k1@-prometheus-server false [] RunAsAny MustRunAsNonRoot  RunAsAny

RunAsAny 0 false

["configMap", "downwardAPI", "emptyDir", "hostPath", "persistentVolumeClaim","projected","secret"]

machine-api-termination-handler false <no value> MustRunAs  RunAsAny MustRunAs

MustRunAs  <no val ue> false ["downwardAPI","hostPath"]

node-exporter true <no value>  RunAsAny RunAsAny RunAsAny

RunAsAny <no val ue> false ["*"]

nonroot false <no value> MustRunAs  MustRunAsNonRoot  RunAsAny

RunAsAny <no val ue> false

["configMap", "downwardAPI", "emptyDir", "persistentVolumeClaim","projected","secret"]

privileged true R RunAsAny RunAsAny RunAsAny

RunAsAny <no val ue> false ["*"]

restricted false <no value> MustRunAs  MustRunAsRange MustRunAs

RunAsAny <no val ue> false

["configMap", "downwardAPI", "emptyDir", "persistentVolumeClaim","projected","secret"]

scc-admin true <no value>  RunAsAny RunAsAny RunAsAny

RunAsAny <no val ue> false

["awsElasticBlockStore", "azureDisk","azureFile","cephFS","cinder","configMap","csi","downwardA

PI","emptyDir", "ephemeral","fc","flexVolume","flocker","gcePersistentDisk","gitRepo","glusterfs

non non

,"nfs" ) "persi

iscsi

stentVolumeClaim", "photonPersistentDisk", "portworxVolume", "projected", "quobyte","rbd","scaleID","secret

"o

, "storage0S", "vsphere"]
[administrator@ocp-installer HC-OpenShift]$
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[administrator@ocp-installer HC-OpenShift]$ oc get pvc

NAME STATUS  VOLUME CAPACITY

STORAGECLASS  AGE

catalog-pv-claim Bound pvc-dcd5616a-793b-4949-b462-4aa586671df8  20Gi

csi 4ml7 s

jobs-pv-claim Bound pvc-aeabf70b-1df6-4bf1-9e9f-33a51dbf4d8c  20Gi

csi 4ml7 s

k10-grafana Bound pvc-d2@bab77-d832-4473-a65a-4419c706476c  5Gi

csi 4ml7 s

logging-pv-claim Bound pvc-68878735-a7b1-4650-aa81-c3lafe325a57  20Gi

csi 4ml7 s

metering-pv-claim  Bound pvc-51bdece8-e4a3-411a-b596-aflaaf43bebS  2Gi

csi 4m17 s

prometheus-server  Bound pvc-2219220b-f50a-4ed3-9fa3-2ff83607d9dd  8Gi

csi 4m17 s

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$ oc get pv | grep kasten

pvc-2219220b-f50a-4ed3-9fa3-2ff83607d9dd  8Gi RWO Delete

kasten-io/prometheus -server thin-csi

pvc-51bdece8-e4a3-411a-b596-aflaaf43beb5  2Gi RWO Delete

kasten-io/metering-p v-claim thin-csi

pvc-68878735-a7b1-4650-aa81-c31lafe325a57  20Gi RWO Delete

kasten-io/logging-pv -claim thin-csi

pvc-aeabf70@b-1df6-4bf1-9e9f-33a51dbf4d8c  20Gi RWO Delete

kasten-io/jobs-pv-cl aim thin-csi

pvc-d20bab77-d832-4473-a650-4419¢706476c  5Gi RWO Delete

kasten-io/k1@-grafan a thin-csi

pvc-dcd5616a-793b-4949-b462-400586671df8  20Gi RWO Delete

kasten-io/catalog-pv -claim thin-csi

[administrator@cp-installer HC-OpenShift]$ |

[administrator@ocp-installer HC-OpenShift]$ oc get volumeattachments

NAME ATTACHER
NODE ATTACHED  AGE

csi-2d3264e2b67a112ddb3548d0ec127300b399f4837360610457ea50136f3ff872  csi.vsphere.

dcd5616a-793b-4949-b462-40a586671df8  ocpll-9kbbs-worker-pmcxh  true 4m46s

csi-5b3c47c49fea25081a997650937elaa27a4f0131789993c31738cf66e3c62558  csi.vsphere.

68878735-a7b1-4650-aa81-c31afe325a57 ocpll-9kbbs-worker-xm9dm  true 4m55s

csi-6@f7f475177857216f8d09d76870e23232434b6c2e935ad973361e32654626a00  csi.vsphere.

aeabf70b-1df6-4bf1-9e9f-33a51dbf4d8c  ocpll-9kbbs-worker-xm9dm  true 4m56s

csi-b@cfeb279p2761090ba896b6f83a35e319939266b910660f103abca9f935ed83  csi.vsphere.

221922@0b-f50a-4ed3-9fa3-2ff83607d9dd  ocpll-9kbbs-worker-xm9dm  true 4ma6s

csi-e@52d0427a9dba5053fcdab@a5f69bdcllac8a629cdfe24feabc82af75015988  csi.vsphere.

51bdece8-e4a3-411a-b596-aflaaf43beb5 ocpll-9kbbs-worker-bkdds  true 4m57s

csi-e2af3659ebaf@@3f958911d8721a472d1bel825c622a11a3306001a7c9a02f4d  csi.vsphere.

69991c7a-cdfc-4c47-9d26-8015ead47244  ocpll-9kbbs-worker-pmcxh — true 27h

csi-eb880454b45aadb3b@d24f8089f3a2615585366eef78bF95dd2b5009d427@dac  csi.vsphere.

d20bab?77-d832-4473-a65a-4419c706476c  ocpll-9kbbs-worker-bkdds  true 4m57s

ACCESS MODES

RWO

RWO

RWO

RWO

RWO

RWO

Bound
4ml3s
Bound
4m23s
Bound
4m22s
Bound
4m23s
Bound
4m23s
Bound
4ml13s

vmware.

vmware.

vmware.

vmware.

vmware.

vmware.

vmware.

com

com

com

com

com

com

com

thin-

thin-

thin-

thin-

thin-

thin-

PV

pvc-

pvc-

pvc-

pvc-

pvc-

pvc-

pvc-

Step 15. If you need to repeat the above steps for any reason, use the following command to uninstall Kasten.

helm uninstall k10 --namespace=kasten-io

oc delete project kasten-io

Enable Volume Snapshots using Kasten and VMware vSphere CSI (On-Prem)

With Kasten K10 deployed, the next step is to enable volume snapshots to protect the persistent data. The
snapshots can then be backed up using Kasten K10 to object storage, NFS, or Veeam repository. Using Kasten
K10 to backup volume snapshots is useful even when the storage vendor provides durable snapshotting
capabilities as it allows for higher resiliency by backing up the data in a different infrastructure (in this case to
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the public cloud). Application-level snapshots along with volume snapshots provide the highest resiliency and,
using Kasten K10, both can be backed up to an object store in the public cloud.

Prerequisites

The prerequisites for the enabling volume snapshots using Kasten K10 and VMware vSphere CSI are:
« Red Hat OCP environment deployed and operational
o Persistent Storage using VMware vSphere CSI deployed and operational
o Kasten K10 deployed and operational

« AWS S3 Bucket has been provisioned for use as target for the on-prem backups.

Setup Information

Table 15 provides the setup information for enabling volume snapshots using vSphere CSI.

Table 15. Deployment Parameters

VMware vCenter Hostname vc1-1.hc.com

VMware vCenter Username administrator@vsphere.local Account with Administrator Privileges

VMware vCenter Password <Specify password>

AWS Access Key <Specify>

AWS Secret <Specify>

AWS Region us-east-1

AWS S3 Bucket Name ocp-kasten-backup

VMware vCenter Infrastructure Profile Name vmware-vc1-1-infra-profile This profile is created in Kasten

AWS 3 bucket Export Location Profile aws-export-profile Target for backups of volume and
Name application snapshots and other data

Deployment Steps

The section provides the procedures for enabling volume snapshots using Kasten K10 and VMware vSphere
Csl.

Procedure 1. Create Infrastructure Profile for VMware vCenter

Step 1. From a web browser, navigate to the Kasten K10 dashboard.

Step 2. Go to Settings in the top right-corner of the window. Select and click Infrastructure from the menu on
the left.
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K‘:}ELEN D pocs i Settings 2 kube:admin v Qo

= Applications @) Policies csRop Usage &
Discovered in this system L7 Managing resources Reports
70 o Total Backup Data
1.0GiB
BACKUPS
0 Compliant 0 Backup Policies
D Non-Ci Jiant 01 tPolid Snapshots (1) Object Storage
on-Lomphal )| olices
. B 1 GiB w00 0B o
70 Unmanaged

Activity

13z

100 zee

[ ]

BTsec

e

Actions
Action Durations @ —unine @ — compleced @ — faite
total actions completed actions failed actions skipped actions avg duration live artifacts retired artifacts
1 1 0 0 120 sec 34 0

Actions ) W Filter v

Step 3. Click New Profile to add a new Infrastructure Profile.

< Dashboard

Settings

Locations Infrastructure Profiles

M location sett] . )
anage focation sekings Manage configuration profiles for platforms such as OpenStack, Ceph,

Portworx, and vSphere.

Infrastructure

Settings for infrastructure platforms @ New Profile

Blueprints

Extensions for application-specific data
management tasks

No Profiles

No infrastructure profiles have been created yet.
K10 Disaster Recovery Create a profile.
Enable backup/recovery of K10

Step 4. Specify a Profile Name, select vSphere for the Infrastructure Type, specify the vCenter Server IP
address or hostname, Enable Tagging (optional), and provide vSphere Username and Password.

Step 5. Click Save Profile.
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Infrastructure Profile X

Profile Name
Only lowercase letters, numbers, dash, and dot

veenter-vcl-1-infra-profile

Infrastructure Type
as AWS A Azure
@ Ceph o Google Cloud
O OpenStack 2 Portworx

vSphere

vCenter Server
IP address or hostname of the vCenter server that manages
your vSphere infrastructure

vcl1-1.hc.com

Enable Tagging
A category will be created for snapshot tagging.

vSphere User

administrator@vsphere.local|

vSphere Password

ssssssses o>

Save Profile Cancel

ESC

If the information provided is accurate and Kasten can access VMware vCenter, then the STATUS will show as
Valid.
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< Dashboard

Settings

Locations Infrastructure Profiles

A e loca ngs . -
Manage location setting: Manage configuration profiles for platforms such as OpenStack, Ceph,

Portworx, and vSphere.

Infrastructure

Settings for infrastructure platforms

# New Profile

Blueprints
Extensions for application-specific data @ NFRA PROFILE
management tasks veenter-vel-1-infra-profile @

VCENTER SERVER
vel-1.hc.com

K10 Disaster Recovery

Enable backup/recovery of K10
CATEGORY NAME
K1@:1d85586e-a7c2-11ed-a205-8a580a88023C

Licenses .

View K10 product licenses m

User Roles o s =t Tir
Manage User Access Privileges revalidate yaml edit delete

Step 6. Click Dashboard in the top left corner of the window to return to the main menu.

K:}EI_EN D pocs {0 Settings £ kube:admin [a} o

@ Applications Policies

Discovered in this system Managing resources

70 0

0 Compliant 0 Backup Policies
0 Non-Compliant 0 Import Policies
70 Unmanaged

Usage & Reports
H g9 p

Total Backup Data

1.0GiB

BACKUPS

Snapshots [1) Object Storage

1 GiB 100% 0B ox

Step 7. Click anywhere in the Applications box.

Step 8. Click snapshot from the bottom menu of the application in the app-pacman-staging namespace.
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I<Q§T 0 Docs o ing: A kube:admin v O°

< Dashboard

Applications @ Clusterscoped Resources w

: ’ . = g Nosnapshots 4 Create a Policy >
View details or perform actions on applications.

® =
14t Filter by Status v Filter by Name 70 applications B = Page 1 ( @
O:| app-pacman-staging O: appil-dev
Not Protected by Policies Not Protected by Policies

Latest snapshot was Today, 12:29pm 4 Create a Policy >

4 CreateaPolicy >

@

1068 E1 =2 @2 913

a0 B

restore export details snapshot restore export details

Step 9. Click Snapshot Application on the bottom of the screen.

Snapshot app-pacman-staging

(i) This will perform a snapshet of the application. Durable backups can be created using a policy
that exports data-portable restore points. Learn more ®

Options

> Handle exceptions normally - fail on persistent errors

> snapshot all resources

Snapshot Expiration (Optional)

If specified the snapshot will be deleted after the selected date and time.

B

Kanister Options

Additional options for those using Kanister Blueprints

Pre and Post-Snapshot Action Hooks

Optional blueprint actions to be run before or after snapshots complete
Before
After - On Success
After - On Failure

Location Profile for Kanister Actions
If the applications being snapshotted use Kanister Blueprints. you may need to specify a cloud location
for exported data. Note. using VBR as a profile for blueprint based backups is currently unsupported.

> Select a profile hd
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Step 10. Navigate to the main dashboard screen and scroll down to the bottom to the Actions section to view
the progress of the snapshot.

Actions () W Filter v Page1 (<) ()

COMPLETED PHAZES
Backup @ snapshotting Application Components
manualbackup-j... @ sSnapshotting Application configuration

@ Snapshotting Workload mongo

@ Snapshotting Workload pacman

@ All phases completed successfully.
PROTECTED OBJECT ARTIFACTS START DURATION
app-pacman-staging 1 snapshot -1 Gi8 Today, 12:45pm 1 min, 59 secs

28 & spec

Step 11. The previous steps created a manual snapshot of a given application. See Backup and Restore in the
Use Cases section of this document to configure a policy to automate the snapshot, backup, and export to an
external object store or NFS file share.

Deploy Kasten K10 (Public Cloud)

This section describes the deployment of Kasten K10 on Red Hat OCP cluster in AWS to support hybrid cloud
use cases such as backup/restore of persistent volumes and application mobility from cloud to on-prem or
vice-versa.

Prerequisites
The prerequisites for deploying Kasten K10 on a Red Hat OCP cluster in AWS public cloud are:
¢ CSI supports Volume Snapshots

o Storage class is defined. This can be the default storage class, or one can be specified during K10
deployment.

« Persistent volume claim using the CSl is successful

¢ Volume Snapshot Class provisioned with the following K10 annotation: k10.kasten.io/is-snapshot-class:
" true”

« AWS S3 bucket has been provisioned. This will serve as a backup target for the workloads running in the
AWS pubilic cloud

Setup Information
Table 16 provides the setup information for deploying Kasten on OCP cluster in AWS.

Table 16. Deployment Parameters

AWS Access Key <Specify>

AWS Secret <Specify>

OCP Cluster APPS_BASE_DOMAIN apps.ocp11.hc-aws.com
OCP Cluster API_BASE_DOMAIN api.ocp11.hc-aws.com
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Deployment Steps

The section provides the procedures for deploying Kasten K10 on a Red Hat OCP cluster in the AWS public
cloud and AWS CSI to provision persistent storage and related functionality.

Note: The deployment steps for Kasten on an OCP cluster in AWS is almost identical to that of on-prem
covered in the Deploy Kasten K10 (On-Prem) section of this document. For this reason, this section will
provide a summary of the steps and will not include outputs from executing the steps.

Procedure 1. Run Kasten Pre-flight checks using the K1 primer tool

This procedure runs the Kasten pre-flight checks to ensure the pre-requisites are setup correctly.

Step 1. Verify that your oc or kubectl context is pointing to the cluster where you will be deploying Kasten
K10. Use the following command to verify.

oc get nodes

Step 2. Deploy the K10 primer tool to verify there are no errors. For air-gapped deployments, see Kasten
documentation.

curl https://docs.kasten.io/tools/kl0 primer.sh | bash

Step 3. For a more complete CSI validation (recommended), run the primer cool with a specific storage class
(for example, gp2-csi)

curl -s https://docs.kasten.io/tools/kl0 primer.sh | bash /dev/stdin -s gp2-csi -u 1000

Procedure 2. Deploy Kasten K10 using Helm charts

Step 1. Use the following command to add the repo for Kasten Helm charts:

helm repo add kasten https://charts.kasten.io/

Step 2. Create a namespace or OCP project for deploying Kasten. Kasten documentation uses kasten-io for
the namespace/project name. Create project or namespace using one of the commands below.

oc new-project kasten-io

kubectl create namespace kasten-io

Step 3. Bypass Security Context Constraints - use with care and only if needed. For more information on SCC
in Red Hat OCP, see: https://cloud.redhat.com/blog/managing-sccs-in-openshift

oc adm policy add-scc-to-group anyuid system:authenticated
Step 4. Configure the following variables based on the Red Hat OCP cluster settings.
APPS BASE DOMAIN=apps.ocpll.hc-aws.com
API BASE DOMAIN=api.ocpll.hc-aws.com
Step 5. Create a service account as follows. An OAuth client will now be registered with OpenShift
cat > ocauth-sa.yaml <<EOF
apiVersion: vl
kind: ServiceAccount
metadata:
name: klO-dex-sa
namespace: kasten-io
annotations:

serviceaccounts.openshift.io/ocauth-redirecturi.dex:
https://example.com/k10/dex/callback

EOF

oc create -f ocauth-sa.yaml
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Step 6. Creation of the service account automatically results in two secrets being added. Collect the name of
the secret containing the token.

oc get sa klO-dex-sa -n kasten-io -o yaml
Step 7. If the secret containing the token is the first file in the output above, use index [0] to collect the token
as shown in the first command below. If it is the second file, use index [1] or the second command below.
H token is first file

DEX TOKEN=$ (oc -n kasten-io get secret $(oc -n kasten-io get sa klO-dex-sa -o
jsonpath="'{.secrets[0].name}') -o jsonpath='{.data.token}' | base64d -d)

H token is second file

DEX TOKEN=$ (oc -n kasten-io get secret $(oc -n kasten-io get sa klO-dex-sa -o
jsonpath="'{.secrets[l].name}') -o jsonpath='{.data.token}' | base64 -d)

Step 8. Verify the token using the following command. Output below is truncated.
echo $DEX TOKEN

Step 9. If the Red Hat OCP installation does not have a valid certificate for the router, signed by a public
Certificate Authority (for example, Verisign), execute the commands below to add the Certificate Authority that
is used to the trust-store of the Kasten Pods. The first command will extract the certificate into a pem file
(custom-ca-bundle.pem). The second command will create the config map and add the certificate.

oc get secret router-ca -n openshift-ingress-operator -o Jjsonpath='{.data.tls\.crt}' |
base64 --decode > custom-ca-bundle.pem

oc --namespace kasten-io create configmap custom-ca-bundle-store --from-file=custom-ca-
bundle.pem

Step 10. Install Kasten K10 using the following helm options:

helm install k10 kasten/kl0 --namespace=kasten-io \
--set scc.create=true \
--set route.enabled=true \
--set route.tls.enabled=true \
--set auth.openshift.enabled=true \
--set auth.openshift.serviceAccount=kl0-dex-sa \
--set auth.openshift.clientSecret=${DEX TOKEN} \
--set auth.openshift.dashboardURL=https://kl0-route-kasten-io.${APPS BASE DOMAIN}/k10/ \
--set auth.openshift.openshiftURL=https://${API BASE DOMAIN}:6443 \
--set auth.openshift.insecureCA=true \
--set cacertconfigmap.name=custom-ca-bundle-store \
--set secrets.awsAccessKeyId="${AWS_ACCESS_KEY_ID}" \
--set secrets.awsSecretAccessKey:"$(AWS_SECRET_ACCESS_KEY}"

If there is no default storage class specified, add the following flag to the above when installing Kasten.

--set global.persistence.storageClass=gp2-csi

Step 11. Download and extract the k10tools available here to verify that the authentication service was setup
correctly. This should be run from the directory where the custom-ca-bundle-store.pem is located.

./k10tools debug auth -d openshift
Step 12. Verify access to the Kasten dashboard using the first command. You will be redirected the second link

https://k10-route-kasten-io.apps.ocpll.hc-aws.com/k10/

https://kl0-route-kasten-io.apps.ocpll.hc-aws.com/k10/#/dashboard
Step 13. Specify email address, company name, and accept terms.
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Step 14. Verify that Kasten was deployed successfully and there no errors accessing the dashboard.
oc get all -n kasten-io
oc get pvc
oc get pv
oc get volumeattachments
oc get sa

oc get scc

Verify Volume Snapshot Class Configuration (Public Cloud)

Similar to on-prem deployment, a volume snapshot class must be defined in the AWS OCP cluster with
appropriate annotation that Kasten K10 requires.

Procedure 1. Verify that a volume snapshot class using the correct CSI driver is provisioned.

Step 1. Use web browser and navigate to the OpenShift Hybrid Cloud Console. Login to your Red Hat
account. Navigate to OpenShift > Clusters and find the AWS OCP cluster from the list. Select and click the
cluster name.

e @ ._&.r-:hanaSha'r‘ua -

OpenShift

Clusters

" T Cluster type = [ Register cluster H View only my dusters (3
Overview

1-2af2 =
Releases
Mame T Status Type Created Version Previder (Region)
Developer Sandbox
Hybrid Cloud - OCPT & Feady acp OlAug 2022 4944 VSphere
Downloads
Hybrid Cloud - OCPT-AWS & Feady ocP 82022 41022 @ Updste  AWS (us-east-)

Step 2. Click Open console from the top-right corner and login to the cluster console as kubeadm user.

OpenShift Chusters » Hybrid Claud - QCPT-AWS
Hybrid Cloud - OCPTI-AWS Aetons + €
Chustars
Overview Manitoring @  Access control Cluster histary Support
Ralensen Details Resource Usage
Developer Sandbox Clustes 1D Status vCPU Memory
tda35144-53c4-4c41-aB28-c23677503005 @ Ready =~
Downloads 1467%
Type Total wCPU
ocP 1BwCPU
Region Total memery
us-gast-1 6907 GiB
Provider Nodes Advisor
AW Contral plane: 3 recommendations
Compute: 3 &

Step 3. Use the menu on the left and navigate to Storage > VolumeSnapshotClasses.
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RedHat
ift i ac [+] (7] kube:admin+

1 Platform

‘You are logged In as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

VolumeSnapshotClasses C lumeSnapshot Class
Home
Name =
Name Driver Deletion policy
@r..r -aws-v5C - Del ehs.csiaws.com Delete

Welumes

olumeClaims

Step 4. Verify that there is a volume snapshot class defined. If not create one. The minimal configuration
required is shown below. If there is one specified such as the case here, click the defined volume snapshot
class and go to the YAML tab to verify that it has the same minimal information.

apiVersion: snapshot.storage.k8s.io/v1l

deletionPolicy: Delete

driver: ebs.csi.aws.com

kind: VolumeSnapshotClass

metadata:

name: csi-aws-vsc

annotations:

k10.kasten.io/is-snapshot-class: 'true'

snapshot.storage.kubernetes.io/is-default-class: ‘true’
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ps: sole-openshift-conscle.apps.ocp11.he-aws.com/kBs/cluster/snapshot.storage kBs.io~v1~Volumesna " ip ® %

Hybrid Cloud Con... €3 OCP Console - OnPrem £ OCP Cansole - AWS K10 - OnPrem K10-AWS & Software Download - ... [ vCentervcl-1 3> [0 Other Bookmi

kube:admin «

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

VolumeSnapshotClasses »  VolumeSnapshotClass details

OE® csi-aws-vsc Actions =
Details YAML Events

Alt |+ |F1| Accessibility help @ View shortcuts | @ View sidebai

Enable Volume Snapshots using Kasten and AWS CSI (Public Cloud)

Use the steps outlined the Enable Volume Snapshots using Kasten and VMware vSphere CSI (On-Prem) section
of this document to enable snapshots for the applications deployed on the OCP cluster in AWS.

Use Cases

This section will focus on two hybrid cloud use cases, namely Backup/Restore and Application Mobility from
public cloud to on-prem.

Backup and Restore

Kasten K10 can be used in this solution to backup volume snapshots, application data, metadata, and other
artifacts from both on-prem and public cloud locations in the hybrid deployment to an object store or NFS
filesystem in a centralized location. The data can then be restored as needed based on the backup at each
location, thereby providing resiliency and protection if the need occurs. The backup and restore is to the same
location.

This section looks at how Kasten can be deployed to back up an application’s data and volume snapshots, and
how it can be restored or recovered to the same location from a given restore point. To illustrate this use case,
a sample application called pacman will be used. The application will be deployed in the app-pacman-staging
namespace in the on-prem Red Hat OCP cluster running on HyperFlex VSI.

Procedure 1. Deploy sample application (pacman) on-prem

Step 1. Use the following commands to create the application on the on-prem OCP cluster.
oc new project app-pacman-staging
helm repo add veducate https://saintdle.github.io/helm-charts/
oc adm policy add-scc-to-user privileged -z default -n app-pacman-staging

helm install pacman veducate/pacman -n app-pacman-staging --set scc.create=true
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kubectl expose deployment pacman --type=NodePort --name=pacmanl

Step 2. Verify the application is up and running without any errors

oc get all <--- to verify that resources are up and running
oc get services <--- get Node Port info
oc get nodes <---use the external IP of one of the nodes. This is any IP

reachable from outside the cluster

curl http://<Node IP>:<NodePort> <--- should return info with no errors

oc get pvc,pv,volumeattachments <--- additional verification of persistent volume claims to underlying
storage

Step 3. Use a browser to navigate to http://<Node IP>:<NodePort> and verify that pacman app is ready and
running.

Procedure 2. Enable backup and export of application snapshots and data

Step 1. To automate the process of backing up application data at a regular interval, a policy must be defined.
To create this policy, use a browser to navigate to the on-prem Kasten’s dashboard. Click anywhere within the
Applications box. This will take you to a page with all the applications deployed on the cluster that you can now
use to define policies and other actions per application.

IKASTEN i T
0 pocs i settings £ kube:admin v 0 o

< Dashboard

Applications @ Cluster-Scoped Resources M

i . i o No snapshots 4 Create a Policy »
View details or perform actions on applications.

® -
34¢  Filter by Status v Filter by Name 70 applications 88 = Page 1 :<_\ @
o:| app-pacman-staging |== appi-dev
Not Protected by Policies Not Protected by Policies

Latest snapshot was Today, 12:45pm 4 Createa Policy >

4 Create a Policy »

@
10GB (1 <2 @2 £H13

9 B i= (5] B i=

snapshot restore export details snapshot restore export details

Step 2. Select the sample application pacman in the app-pacman-staging namespace. Click Create a
Policy.
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New Policy

Name
The display name for this policy

app—pacman—staging—backup|

Comments

Action
The action that should be taken when this policy is executed

Snapshot Import

Use a Preset
Choose a pre-configured group of schedule and export settings

Backup Frequency

Hourly Daily Weekly

Monthly Yearly On Demand

) Advanced Frequency Options

) Backup Window

> Snapshotat :se each hour

Note: Times are stored in UTC, which does not change with Daylight Savings Time.

Create Policy <> YAML Cancel

Step 3. In the New Policy window, scroll down and select Enable Backups via Snapshot Exports. Select an
Export Frequency from the drop-down list and for the Export Location Profile, use the drop-down box to
Create a new profile...
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New Policy

> Snapshotat :ee each hour

Note: Times are stored in UTC, which does not change with Daylight Savings Time.

Snapshot Retention

Customize the snapshot retention schedule if needed. Setto Zeros

@ VMware recommends 2 to 3 snapshots. A maximum of 32 are supported.

3 hourly snapshots 0 daily snapshots
0 weekly snapshots 0 monthly snapshots
0 vyearly snapshots
@  Enable Backups via Snapshot Exports
After snapshot completes, export restore points to enable backups or cross-cluster migration.

Export Frequency

Every snapshot -

Export Location Profile
The profile that restore points will be exported to

{ Select a profile -

@ Create new profile...

PROFILES
Use the same retention schedule as above -

Create Policy <> YAML Cancel

Step 4. In the New Profile pop-up window, specify a Profile Name. Select one of the public cloud options or a
NFS FileStore or Veeam Repository to export the snapshot backups to. In this solution, Amazon S3 will be used.
Specify AWS Access Key, Secret, Region, and Bucket name for the S3 bucket. Select other options as
needed. Click Validate and Save button at the bottom of the window.
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New Profile

Profile Name
Only lowercase letters, numbers, dash, and dot

aws-export-profile

Storage Provider

Amazon 53 A Azure Storage
o Google Cloud Storage NFS FileStore
S3 Compatible Veeam Repository
AWS Access Key
A Bk ) (AU R .
AWS Secret

e IR E I INEENREOIINNRRINORERRRRERERERe Log
Region
The geography in which the bucket is located

US East (N. Virginia) » us-east-1 -

Bucket
The bucket must be created beforehand and the region must match.

ocp-kasten-backup

Enable Immutable Backups
The bucket listed above must already exist and it must have
object locking enabled. More about Locked Bucket Setup...

Validate and Save Cancel

Step 5. If the information provided is correct, the profile will be created, and the newly created profile can be
selected from the drop-down list as the Export Location Profile.
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New Policy

@  Enable Backups via Snapshot Exports
After snapshot completes, export restore points to enable backups or cross-cluster migration.

Export Frequency

Every snapshot -

Export Location Profile
The profile that restore points will be exported to

b Select a profile -

® Create new profile...

PROFILES

Jove -
o aws-export-profile

53, us-east-1, "ocp-kasten-backup”

Export snapshot data in block mode

Step 6. Scroll down and enable Export snapshot data in block mode (supported with VMware vSphere CSI).
For the Location Profile Supporting Block Mode, select the same profile as in the previous step from the drop-
down menu.

New Policy

Export Location Profile
The profile that restore points will be exported to

I~ aws-export-profile -

Retention of Exported Snapshots

Use the same retention schedule as above -

Export snapshot data in block mode

Location Profile Supporting Block Mode
The profile for exporting snapshot data in block mode.

I~ aws-export-profile -

Storage class exceptions

# Advanced Export Settings ...

Step 7. Enable Snapshot Cluster-Scoped Resources. Leave everything else as default or adjust as needed.
Click Create Policy button from the bottom of the window.
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New Policy

Select Applications
Choose which application namespaces this policy should target. Select applications by name or by
label.

Choose one or more applications to target with this policy. ®
app-pacman-staging -

Select Application Resources
Optionally create filters to include/exclude specified application resources.

@ snapshot Cluster-Scoped Resources
These include non-namespaced resources that are not captured in application snapshots, such as
Custom Resource Definitions, ClusterRoles, and ClusterRoleBindings.

@ All Cluster-Scoped Resources Filter Cluster-Scoped Resources

Advanced Settings

Pre and Post-Snapshot Action Hooks

Optional blueprint actions to be run before or after snapshots complete
Before
After - On Success
After - On Failure

Create Policy <> YAML Cancel

The policy should get created without errors with a Valid status if the information provided is accurate.
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< Clusters < Dashboard

Policies Presets

Policies

Policies are used to automate your data management workflows. To achieve this, they combine actions you
want to take (e.g., snapshot), a frequency or schedule for how often you want to take that action, and a
label-based selection criteria for the resources you want to manage.

() Create New Policy Filter by Name X
- POLICY W
@ app-pacman-staging-backup revalidate
 Valid | =t
edit
©) app-pacman-staging @ cluster-scoped resources
<P
yaml
(i Snapshot hourly and retain z
3 hourly snapshots oLl 2
00
[+ Export hourly snapshots using the )
export profile aws-export-profile and retain o

delete

3 hourly exported snapshots

Export snapshot data in block mode using profile aws-export-profile

Export volume data for durable backups

Show import details...

Step 8. To verify the policy, click run once from the right-side menu run the policy. Click Yes, Continue.
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Run Once

This will immediately execute the actions in the policy app-
pacman-staging-backup. Continue?

Snapshot Expiration (Optional)

If specified the snapshot will be deleted after the selected date and time.

=

Step 9. Navigate back to the main Dashboard view and scroll down to the Actions section of the main
dashboard to monitor the progress of backup policy.

Actions (5 t Filter v Page 1
Policy Run il app-pacman-staging- @ 5 .
run-19bhp2fsbr backup NV

START DURATION

Today, 9:57pm ;mins, 11 secs

Step 10. Click the policy to get additional details and verify that the backup completed successfully.
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Action Details

Action

Export

run-iSbhp2fsbre

@ Exporting Metadata
@ Monitoring Actions
@ Al phases completed successfully.

PROTLCTLD OBECT ARTIFACTS

START DURATION

Today, 9:57pm 2 mins, 59 secs

@ View Action YAML “ View Action Details YAML

kubectl

Phases (2) ~

Artifacts

Procedure 1. Restore the application from the external export location to the on-prem cluster

Step 1. Navigate to on-prem Kasten’s dashboard. Click the Applications box and navigate to the app-
pacman-staging namespace.

KASTEN 0 ocs & kubewnamin v O ()

« Clusters < Dashboard

Applications @ Cluster Scoped Resources

No snapshots
View details or perform actions on applications.

®
it Filter by Status Filter by Name T2applicaions 88 = Page1 (O (O

app-pacman-staging app1l-dev

Compliant With Policies Mot Protected by Policies
Latest snapshot was  Teday, 9:59pm 4 Createa Policy >
10GB [H1 «£2 @3 &3

N -
7 B i @ ap B =
snapshot restore exXport oetd Snapshot restore export deails

Step 2. Click Restore from the bottom menu in the app-pacman-staging box to view all the available restore
points.
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KASTEN
:

< Clusters < Dashboard < Applications

Restore application app-pacman-staging

Restore a protected object to a previous state. Restore points are shown and ordered based on scheduled
execution time which may be different from the actual creation time. During a restore, the existing
application is deleted and then recreated with the data artifacts restored from backups.

Select a restore point for details.

X

Pastday
) Today, 9:57pm ) Today, 9:07pm ) Today, 8:57pm
¢ app-pacman-staging-b... & Manual Protect i app-pacman-staging-b...
Past week
Wed, 1:177pm © © Wed, 12:45pm 5) Wed, 12:29pm
. app-pacman-staging-b... & Manual Protect & Manual Protect

Step 3. Click one of the restore options to recover the application back to that restore point. Select either the
local backup or the backup exported to the AWS S3 location.

Select aninstance... ()

This restore point has multiple instances - one that is
native to the cluster and another that resides outside
the cluster.

Today, 9:57pm k

i app-pacman-staging-b...

EXPORTED

Today, 9:59pm

4 app-pacman-staging-b..
E+ aws-export-profile

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 169 of 214



Step 4. Based on the selection, you can see additional details about the application and the restore point. You
can restore to the same namespace or to a new one. By default, all artifacts are restored but you can choose to

exclude some as needed. Click Restore.

KASTEN .
D Restore Point

1 hour, 12 mins ago
< Clusters < Dashboard < Applications
L

Restore application app- | @ Pem=imenmon e

Restore a protected object to a previous state. Restore points are s It will require additional time to download, import, and restore from.

execution time which may be different from the actual creation tir
application is deleted and then recreated with the data artifacts res

ORIGINATING POLIC
Select a restore point for details. CINATING POLEY
b b io/app-p aging-backup
Pas.t da.v EXPORT PROFILE EXPORT TYPE
E+ aws-export-profile E+ Complete snapshot data was
Today, 9:57pm °  Today, 9:07pm exported for portable
i app-pacman-staging-b... fx Manual Protect ha‘:kups'
KUBECTL COMMAND
Past week
Wed, 1:17pm © 1 Wed, 12:45pm
i app-pacman-staging-b... & Manual Protect Applieation Name

Select a namespace to restore into. The contents of the selected namespace will be
overwritten with the restored application.

»

app-pacman-staging

% Create a New Namespace

Cancel

Step 5. Click Restore again in the Confirm Restore window.

Confirm Restore

This will restore the application app-pacman-staging
using the restore point with time Feb 9, 2023 9:59 PM.

Step 6. Navigate back to the Actions section of the main dashboard to monitor the Restore and verify it
completes successfully.

Actions () #lf Filter v Page |
RUNNING PHASES ARGET NAMESPACE ARTIEACTS START
Restore Restoring Application Components app-pacman-staging none Today, 11:15pm
2pp-pacman-st SESTORE POINT

scheduled
d9gckt75q8
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Dev/Test or Application Migration

As outlined previously in this document, Development/Test is a very common Hybrid Cloud use case where
Enterprises may start their development and testing in the public cloud where they can quickly start the work
without waiting for the infrastructure to be ready. However, once the development and testing is complete, they
may need to bring the application workload back on-premise for staging and production. Kasten K10 provides
an easy and convenient way to migrate an application developed in the public to be migrated back on-prem (or
vice versa).

In this section, this use case uses a sample application (pacman) deployed in the app-pacman-dev
namespace in the AWS OCP cloud and using AWS gp2 driver for persistent storage. Kasten K10 will then be
used to migrate this application on-prem.

Procedure 1. Deploy sample application (pacman) in the Red Hat OCP cluster on AWS

Step 1. Use the following commands to create the application on the on-prem OCP cluster:

oc new project app-pacman-dev

helm repo add veducate https://saintdle.github.io/helm-charts/

oc adm policy add-scc-to-user privileged -z default -n app-pacman-dev

helm install pacman veducate/pacman -n app-pacman-dev --set scc.create=true

export SERVICE IP=$ (kubectl get svc --namespace app-pacman-dev pacman --template " {{
range (index .status.loadBalancer.ingress 0) }}{{.}}{{ end }}")

echo http://$SERVICE_IP:80
Step 2. Verify the application is up and running without any errors:

oc get all <--- to verify that resources are up and running
oc get services <--- get Node Port info
oc get nodes <--- use the external IP of one of the nodes. This is any IP reachable from outside the cluster

curl http://SSERVICE IP:80 <--- should return info with no errors

oc get pvc,pv,volumeattachments <--- additional verification of persistent volume claims to underlying
storage

Step 3. Use a browser to navigate to http://SSERVICE_IP:80 and verify that pacman app is ready and running.

Procedure 2. Enable backup and export of application snapshots and data

Step 1. Repeat the steps found here: Use Cases > Backup and Restore > Procedure 2 to setup a backup and
export that backup to an external AWS S3 target.

Procedure 3. Migrate the application on-prem

Step 1. From the Kasten K10 dashboard running on the Red Hat OCP cluster in AWS, click the Applications
box.
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=

&) O & &2 htips//k10-route-kasten-io.apps.ocp 1 1.hc-aws.com/k10/#/applications

4 @ Dashboards - Thousan... @ RH Hybrid Cloud Con... {3 OCP Console - OnPrem {3 OCP Console - AWS [[d K10 - OnPrem K10-AWS

KASTEN
by veeam

< Dashboard

Applications

View details or perform actions on applications.

@
14t Filter by Status v Filter by Name

] pocs

72 applications

© settings 2 kube:admin v

@ Cluster-Scoped Resources M
Latest snapshot was Thu, 11:57pm

» |

@ app-pacman-dev
Compliant With Policies

Latest snapshot was Today, 12:00am

168 H1 f2 @2 ©13

2 » B

snapshot restore export

E app1-dev

Compliant With Policies

Latest snapshot was Thu, 11:59pm

18 GiB

2 f2 @2 s

a» B

snapshot restore export

3

Step 2. Navigate to the sample application namespace (app-pacman-dev) box and click Export from the

bottom menu.
IKASTEN
by veeam

< Dashboard < Applications

Export application app-pacman-dev

II]] Docs

7 Settings £ kube:admin v

c©

Export the state of a protected object so that it can be imported into other clusters. The selected restore
point will be securely saved to a shared location. The receiving cluster will use a policy to import the data.

Select a restore point to export.

Past day

Thu, 11:57pm ©

7 app-pacman-dev-back...

©) Thu, 9:07pm

‘% Manual Protect

Thu, 10:57pm

:] app-pacman-dev-back....

74 Filter by Policy v

Step 3. Select a restore point to export. In the new Restore Point window, scroll down to Configure Export
section and select a profile from the drop-down list. This will be the external location that the application and

data is being backed up to.
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KASTE

S § Restore Point

. Dashb d < Applicati

SCHEDULED TIME CREATION TIME
©) Feb 10,2023 12:00 am-05:00 © Feb9,2023 11:57 pm-05.00
31 mins, 54 secs ago

Export applicat

Export the state of a protected object so t

point will be securely saved to a shared lo ORIGINATING POLICY
O Bataaasy fi g s
Select a restore point to export. N PPP P
KUBECTL COMMAND
Past day
Thu, 11:57pm @)
1 spp-pacman-dev-back.
Configure Export
EXPORT CONFIG PRORLE

Select a profile that defines permissions that will allow this restore point to be exported to a
shared storage location.

[~ aws-export-profile X
CLOUD PROVIDER REGION BUCKET NAME
©Q awss: USEast (N. Virginia) s us-east1  ocp-kasten.backup
STATUS

Step 4. Click Export button at the bottom of the window.

Confirm Export

This will export the application app-pacman-dev
using the restore point Feb 9, 2023 11:57 PM.

Step 5. Click Export again in the confirm Export pop-up window.

Step 6. In the Export Started Successfully pop-up window, click Copy to Clipboard to copy the encryption
key that will be necessary to import this application onto the on-prem OCP cluster.
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Export Started Successfully X

Export of “app-pacman-dev” will begin shortly.

The text block below contains information that the receiving cluster
needs to securely import the application. In the Kasten Ul for the
receiving cluster, you'll need to paste this text when creating the
import policy.

Copy to Clipboard
bIzAPpoanmEVEztvsyhlespvEkamDkCE L]+t ENagINCHHED3+ 23+ VT dgtadDhL eZKUNGLHUT ZELHT
/s1tgtzkarbeeauP)3hCPwhl TIFGRMWFASCEpzb38s,/ DacEvngwreYoHB3BSZB96nG i TSrIKp
/KVaEkGPSUL 3MDkvaPy 2RVCBICFASA ] w7 lmed uZ SYNNDW1 6614y BN+ BhgSuDuk RTWOSADANK R ke
/nLabP] TdiDNvpd] CeFXLMEOt 8T 3Uvyadi 113t/ 4nCI7 ppkbe t Pk TUNSOWOW1HCG/ Br7Q

Step 7. Monitor the status of the export policy run in the Actions section of the Kasten dashboard.

Actions # Filter v Page1 () ®
@ Export @ Exporting Metadata PROTECTED OBECT ARTIFACTS START
scheduled-mmav. @ Exporting RestorePoint app-pacman-dev 1 @ kanister Today, 12:31a
@ All phases completed RESTORE POINT 29 @ spec ——
successfully. scheduled-mmdvn 1 min, 49 secs

Step 8. Navigate to the on-prem Kasten dashboard to import the application to the one-prem OCP cluster.

C O & == https://k10-route-kasten-ic.apps.ocp11.hc.oomy/k10/#/dashboard 0% W

ted > Dashboards - Thousan... 4 RH Hybrid Cloud Con... £ OCP Console - OnPrem £ OCP Console - AWS [ K10- OnPrem 3>

Kf}%—IEN D pocs £ kube:admin v Q o
< Clusters < Dashboard I Cluster Settings
‘5= Applications Policies
— Discovered in this system IR Managing resources

72 2

1 Compliant 1 Backup Policy
0 MNon-Compliant 1 Import Policy
71 Unmanaged

Step 9. Click the Policies box to create an import policy.
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IKASTEN D poes £ kube:

by veeam

< Clusters < Dashboard

Policies Presets

Policies

Policies are used to automate your data management workflows. To achieve this, they combine actions you
want to take (e.g., snapshot), a frequency or schedule for how often you want to take that action, and a
label-based selection criteria for the resources you want to manage.

(¥) Create New Policy Filter by Name X

Step 10. Click the Create New Policy button. In the New Policy window, specify a Name for the import policy.
Select the Import radio button. Select and enable Restore After Import.

New Policy

Name
The display name for this policy

app-pacman-dev-import

Comments

Action
The action that should be taken when this policy is executed

Restore After Import @

Automatically restore after importing

Data-Only Restore @
Restore only the volume data and exdude other artifacts such as config files.

Don't wait for workloads to be ready
Specifies whether the restore action should skip waiting for all workloads (Deployments,
StatefulSets or DeploymentConfigs) to be ready before completing.

Restore cluster-scoped resources
If the restore point contains duster-scoped (non-namespaced) resources, they will not be
restored unless you select this option. This helps prevent against unintended overwriting of

Create Policy <> YAML Cancel

Step 11. Scroll down and select Apply transforms to restored resources to change the storage class to point
to the vSphere CSI and HyperFlex storage.
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New Policy

If the restore point contains duster-scoped (non-namespaced) resources, they will not be
restored unless you select this option. This helps prevent against unimended overwriting of
this cluster's resources.

B Apply transforms to restored resources
On restore, change the contents of spec resources. This may be useful when migrating
between environments. For example, you can change storage classes or edit container image

names.

* Add New Transform

No Transforms

Select Application Resources
Optionally create filters to include/exclude specified application resources.

Filter Resources

Pre and Post-Restore Action Hooks

Optional blueprint actions to be run before or after restores complete

Before
After - On Success
After - On Failure

Import Frequency

Create Policy <> YAML Cancel

Step 12. Click Add New Transform. In the New Transform window, specify a Name. For the Resource, enter
persistentvolumeclaim in the box.
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New Transform
Reset Form Use an Example v
Display Name
changeStorageClass
Resources

Specify which resource artifacts to apply this transform to.

Group Version

Resource persistentvolumeclaim Name

> Apply to resources where resource type is persistentvolumeclains

Operations
A transform can have one or more operations. For example, you might use a test operation to test
that an element in the resource exists before using a replace operation.

© Newoperatio

>  Replace = 0
path value
"/spec/storageClassName™ “ssd-us-westl-a"

Operation

Operation to perform on each resource

Create Transform > Cancel

Step 13. Scroll down to the Operations section and click the Edit Operation icon in the Replace box.
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New Transform

Operation

Operation to perform on each resource

> Replace X

(1) Replace element at path with JSON value.

Path Value

JSON Pointer path. See examples ® Must be valid JSON

---------------- 1  “szd-us-westl-z”
/spec/storageClassName

Create Transform > Cancel

Step 14. Edit the Value box to reflect the storage class that should be used on-prem for this application.
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New Transform

Operation
Operation to perform on each resource

> Replace X

() Replace element at path with JSON value.

Path Value
JSON Pointer path. See examples ® Must be valid JSON
1 “thin-csil"
/spec/storageClassName

Cancel Operation Test Operation

Create Transform > Cancel

Step 15. Click Edit Operation.
New Transform

> Apply to resources where resource type is persistentvolumeclaiss

Operations
A transform can have one or more operations. For example, you might use a test operation to test
that an element in the resource exists before using a replace operation.

© New operaton

>  Replace =2
path value
“/spec/

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 179 of 214



Step 16. Click Create Transform button to close the New Transform window with the transformation
configuration complete.

Step 17. In the New Policy window, select the On Demand radio button.

New Policy

B Apply transforms to restored resources
On restore, change the contents of spec resources. This may be useful when migrating
between environments. For example, you can change storage classes or edit container image
names.

& Add New Transform

[l1 changeStorageClass e = @8

Select Application Resources
Oprionally create filters to indude/exclude specified application resources.

® All Resources Filter Resources

Pre and Post-Restore Action Hooks

Optional blueprint actions to be run before or after restores complete

Before
After - On Success
After - On Failure

Import Frequency

Hourly Daily Weekly

«» YAML Cancel

Step 18. Scroll down to the Config Data for Import section and paste the encryption key that was provided
when the export policy was executed by Kasten to export the application from the AWS OCP cluster to on-
prem. Select a Profile for Import from the drop-down list.
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New Policy

Import Frequency
Hourly Daily Weekly
Config Data for Import

Paste the text that was presented to you when the restore point was exported from the source
cluster. Policy runs will synchronize the restore points present in the source cluster at the time of the
last export.

52 TXECTVETpUdGAC2 ForFREKLNpHGAT, nLabP] TdiDMpd 10w PiulmBOte T ZUvyadi L 16t/ nCI7pplab o tPrise TUvaOWow ] H0G/ grg

Profile for Import
Select the profile that defines the location for importing data.

[~ aws-export-profile -

Advanced Settings

Ignore Exceptions and Continue if Possible
Ignoring exceptions (versus retryingffailing) is useful in emvironments where applications are in a
broken state but the policy actions should continue best-effort.

While restering snapshots

Create Policy <> YAML Cancel

Step 19. Click Create Policy button at the bottom of the window to create a new import policy for migrating the
application to on-prem OCP cluster.

< Clusters < Dashboard

Policies Presets

Policies

D pocs £ kube:admin Vv Q o

Policies are used to automate your data management workflows. To achieve this, they combine actions you
want to take (e.g., snapshot), a frequency or schedule for how often you want to take that action, and a
label-based selection criteria for the resources you want to manage.

(#) Create New Policy Filter by Name x
POLICY v
):,", app-pacman-dev-import & revalicate
 Valid | =
edn
(i Import on-demand and restore after import using the import profile aws-export-profile. 7%
yaml
D During restore, apply transform to resources: %
(I’ changeStorageClass run once
o
delete

Step 20. Click run once icon in the policy to execute the policy and then monitor the execution from the Actions
section of the on-prem Kasten dashboard.

Step 21. Verify that the import and restore completes successfully.
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IKASTEN

D pocs A kube:admin v Oo

< Clusters < Dashboard
COMPLETED SUCCESSFULLY START END DURATION
- Today. 1:12am Today. 1:15am 2 mins, 41 secs
@ app-pacman-dev-import
=1 policy-run-ma44s7 APPLICATIONS
' ‘ Show Details @
Actions @ Wi Filter Actions v
PHASES TARGET NAMCSPACE ARTIFACT START
Restore © Restoring Application Components app-pacman- none Today, 1:13am
scheduledrixd @ Al phases completed successfully. dev DURATION
R PO 1 min, 52 secs
app-pacman-
dev-import
Import © Importing RestorePoint none 1 @ kanister Today, 1:12am
scheduled-xbhn6 © All phases completed successfully. 29 @ spec
ORGINATING POLICY & 10 secs
app-pacman-
dev-import

Step 22. The sample application (pacman) uses external Load balancer to access the application from outside
the cluster. The on-prem cluster does not have a load balancer so NodePort will be used to expose the
application outside the cluster. Execute the following commands against the on-prem OCP cluster to make the

imported

and restored pacman application accessible to users.

oc project app-pacman-dev

oc get all

kubectl expose deployment pacman --type=NodePort --name=pacman?2

oc get all <-- get port info for NodePort

oc get nodes -o wide <-- select an external IP of one of the nodes

oc get nodes -o wide | awk -v OFS='\t\t' '{print $1, $6, $7}' <-- to get only the IPs
curl http://<Node IP>:<NodePort>
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[administrator@ocp-installer ocplll$ oc project app-pacman-dev
Now using project "app-pacman-dev” on server "https://api.ocpll hc.com:6443".
[administrator@ocp-installer ocpll]$ oc get all

NAME READY  STATUS RESTARTS  AGE
pod/mongo-7955ccdfb4-rbxm? 1/1 Running @ 11m
pod/pacman-655dc89c?7-kpff7  1/1 Running @ 11m
NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
service/mongo ClusterIP 172.30.249.78 <nones 27017/TCP 13m

service/pacman  LoadBalancer  172.30.171.118  <pending> 80:30459/TCP  13m

NAME READY  UP-TO-DATE  AVAILABLE  AGE
deployment . apps/mongo 1/1 1 1 11m
deployment.apps/pacman 11 1 1 11m
NAME DESIRED  CURRENT  READY  AGE
replicaset.apps/mongo-7955ccdfb4 1 1 1 11lm
replicaset.apps/pacman-655dc89c??7 1 1 1 11m

[administrator@ocp-installer ocpll]$ kubectl expose deployment pacman --type=NodePort --name=pacman2
service/pacman exposed

[administrator@ocp-installer ocpll]$ oc get all

NAME READY  STATUS RESTARTS  AGE
pod/mongo-7955ccdfb4-rbxm? 1/1 Running @ 13m
pod/pacman-655dc89c?7-kpff7 171 Running @ 13m

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
service/mongo ClusterIP 172.30.249.78 <nones 27@17/TCP 14m
service/pacman LoadBalancer 172.30.171.118 <pending> 80:30459/TCP 14m
service/pacmanZ  NodePort 172.30.128.204  <none> 8080:31974/TCP 65
NAME READY  UP-TO-DATE  AVAILABLE  AGE

deployment . apps/mongo 1/1 1 1 13m

deployment . apps/pacman 171 1 1 13m

NAME DESIRED  CURRENT  READY  AGE
replicaset.apps/mongo-7955ccdfbd 1 1 1 13m
replicaset.apps/pacman-655dc89c7?7 1 1 1 13m

[administrator@ocp-installer ocplll$ oc get nodes -o wide | awk -v OFS="\t\t' '{print $1, %6, $7}' |
grep worker

ocpll-9kbbs-worker-26vzd 10.171.11.19 10.171.11.19
ocpl1-9kbbs-worker-9td48 18.171.11.11 16.171.11.11
ocpll-9kbbs-worker-bkdds 10.171.11.18 10.171.11.18
ocpll-9kbbs-worker-17rlb 18.171.11.12 16.171.11.12
ocpll-9kbbs-worker-pmcxh 10.171.11.17 18.171.11.17
ocpll-9kbbs-worker-xm3dm 18.171.11.13 19.171.11.13

[administrator@ocp-installer ocpll]$

curl http://10.171.11.11:31974
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Cloud: wvsphere

Zone! unknoan
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Time: © Level: 1
Score: 0O Lives:

PAC—-MANMN

Click 1o Play

New Game
High Score
Live Stats

Instructions

Step 23. Verify that the application is using on-prem storage class and storage that was specified in the
transformation created in the policy.

[administrator@ocp-installer ocpllls

[administrator@ocp-installer ocpll]s oc get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE

mongo-storage  Bound pvc-655d9616-9fbc-408d-81a6-25aclbl1711bo 1G1 RWO thin-csa 56m

[administrator@ocp-installer ocpllls

[administrator@ocp-installer ocpllls oc get pv pvc-655d9610-9fbc-408d-81a6-25ac1b1711be

NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM STORAGECLASS REASO

N AGE

pvc-655d9610-9fbc-408d-81a6-25ac1b1711bo 1G1 RWO Delete Bound app-pacman-dev/mongo-storage thin-cs1
56m

[administrator@ocp-installer ocpllls

[administrator@ocp-installer ocpllls

[administrator p-installer ocpllls oc get volumeattachments | grep pvc-655d9610-9fbc-408d-81a6-25ac1b1711bo

cs1-0f 42578639f0a3c5f9f48e85f8ab1b480cad9ba6899e7c40fa2lc csi.vsphere.vmware.com

kbbs -work true 49m

[administrator@ocp-installer ocplll]s |

The original application running in the public cloud was successfully backed up and exported to external
location, and then imported and restored on the on-prem OCP cluster running on HyperFlex VSI for compute
and storage.

Enable Cisco Intersight Workload Optimizer (On-Prem)

This section describes the deployment of a resource optimization management tool for a cloud-native
environment in an on-prem Enterprise data center. The solution uses Cisco Intersight Workload Optimizer (IWO),
a service on Cisco Intersight, to ensure application performance and optimize resource usage.

The procedures outlined in this section will deploy Cisco IWO to monitor and optimize resource usage on a Red
Hat OCP cluster running on an Application HyperFlex VSI cluster.
Prerequisites

¢ A valid cisco.com account to download IWO collector.

¢ OCP Installer or some other workstation to deploy the Cisco IWO collector. The workstation should be
able to execute CLI commands on the Red Hat OCP cluster.

o Helm v2 (requires Tiller) or Helm v3 to install the collector in the OCP cluster.
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« IWO collector Pods (two identical pods are deployed for high availability) require Kubelet access to every
node in the cluster. Default: HTTPs + port=10250

e TCP port 80 and TCP/UDP port 443 must be open for collector to securely connect with Cisco Intersight

Setup Information

Table 17 lists the installation parameters for the IWO Collector.

Table 17. IWO Collector - Installation Parameters

OCP Project or namespace iwo-collector

Namespace

IWO Collector - name name iwo-collector-pod

IWO Collector Version iwoServerVersion 8.5

IWO Collector Image Tag collectorylmage.tag 8.5.6

IWO Name of Target targetName ocp11-OnPrem.hc.com Doesn’t need to be same as OCP
cluster cluster name but it should be

unique within IWO

Deployment Steps

The procedures in this section will deploy Cisco IWO to monitor and optimize resource usage on a Red Hat OCP
cluster running on an Application HyperFlex VSI cluster.

Procedure 1. Deploy Cisco IWO collector on the Red Hat OCP cluster

Step 1. Navigate using a web browser to Cisco Software Downloads page on cisco.com. Login using your
Cisco account.

Step 2. In the Select a Product search area, enter Intersight.
Step 3. Select and click Intersight under Cloud and Systems Management.
Step 4. Select and click Intersight Kubernetes Collector.

Step 5. Download the latest Kubernetes Collector for Cisco Intersight Workload Optimizer to the on-prem
OCP Installer (or any workstation that can execute CLI commands on the OCP cluster).

Step 6. From the OCP installer, verify you can access the cluster and create a separate Red Hat OCP
project/namespace (iwo-collector) for IWO collector. Export kubeconfig if needed, for example: export
KUBECONFIG=0cp11/auth/kubeconfig

[administrator@ocp-installer HC-OpenShift]$ oc create namespace iwo-collector
namespace/iwo-collector created|

Step 7. Extract the collector image downloaded from cisco.com. For example: tar -xvf iwo-k8s-collector-
v1.2.0.tgz

Step 8. Do a dry-run of the collector install before deploying it. For Helm v3, execute the following command
for a dry run:
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helm install --dry-run --debug iwo-collector-pod iwo-k8s-collector --namespace
iwo-collector --set iwoServerVersion=8.5 --set collectorImage.tag=8.5.6 --set
targetName=ocp11-0OnPrem.hc.com

Step 9. Install the collector if the dry-run is successful. For Helm v3, execute the following command to install:

helm install --debug iwo-collector-pod iwo-k8s-collector --namespace iwo-
collector --set iwoServerVersion=8.5 --set collectorImage.tag=8.5.6 --set
targetName=ocpll-Onprem.hc.com

Step 10. Verify IWO collector Pods are up and running. Note one of the Pod names for use in the next step.

[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$ oc get pods -n iwo-collector

NAME READY  STATUS RESTARTS  AGE
iwo-k8s-collector-iwo-collector-pod-6df47ded74-bz222 3/3 Running @ Zmlls
iwo-k8s-collector-iwo-collector-pod-6df47ded74-cxs86  3/3 Running @ 2mlls

[administrator@ocp-installer HC-OpenShift]$

Step 11. Configure port forwarding as follows using one of the pods from the previous step.

[administrator@ocp-installer HC-OpenShift]$

[administrator@ocp-installer HC-OpenShift]$ oc -n iwo-collector port-forward iwo-k8s-
collector-iwo-collector-pod-6df47d6d74-bz222 9110 &

[1] 4056959

[administrator@ocp-installer HC-OpenShift]$ Forwarding from 127.2.0.1:9110 -> 9110
Forwarding from [::1]:9110 -> 91180

[administrator@ocp-installer HC-OpenShift]$

Step 12. Collect the Device ID using the following command: curl -s http://localhost:9110/Deviceldentifiers

[administrator@ocp-installer HC-OpenShift]$

[administrator@cp-installer HC-OpenShift]$ curl -s http://localhost:9118/Deviceldentifiers
Handling connection for 9110

L

{
"Id": "6af98ec@-9999-1111-2222-33334444555"

1
][administrator@ocp-installer HC-OpenShift]$

Step 13. Collect the Claim Code using the following command: curl -s http://localhost:9110/SecurityTokens

[administrator@ocp-installer HC-OpenShift]$
[administrator@ocp-installer HC-OpenShift]$ curl -s http://localhost:911@/SecurityTokens
Handling connection for 9110

L
{
"Token": "SD@51A7BCCFA",
"Duration": 599

i
J[administrator@ocp-installer HC-OpenShift]$

Procedure 2. Claim the on-prem IWO collector as a target in Cisco Intersight

Step 1. Navigate to intersight.com and login using your account.

Step 2. Select System from the drop-down list in the top left side of the window.
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Step 3. Navigate to Targets and click Claim a New Target.

‘Bats Intersight B System v

o s Targets

I Admin ~

Targets Al Tamets ®

T Export 10 temsfound 25+ per page 1 ef

Software Repository

Tech Support Bundles
Connection = Top Targets by Types ~ Vendor "

Audit Logs
@ Connected 10 antar 2
Sessions

Licensing

Step 4. In the Claim a New Target window, navigate to Filters and select Cloud Native. Select Kubernetes
and click Start.

‘duts Intersight B System v Q Search

; € Targets
o Settings B
Claim a New Target
(' Admin -~
Targets
Software Repository SeIeCt Ta I'g et Type
Tech Support Bundles
Filters <,
Audit Logs
Cloud .
Cloud Native
Sessions @ Cloud Native
Prmnmi e ! Cabria
Licensing
Kubernetes

Step 5. Provide the Device ID and Claim Code collected from the IWO collector earlier.

el Intersight B system ~ Q) Search

O Settings (—Targe.ts

' Claim a New Target
Admin ~
Targets

Claim Kubernetes Target
Software Repository _ _ _ _ _
To claim your target, provide the Device |0, Claim Code and select the appropriate

Tech Support Bundles Resource Groups.

Audit Logs
Device 1D * Claim Code *
o) .
Sessions pafeBec-11f- ©  SDOS1ATFFFFF @
Licensing

Back Cancel
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Step 6. Click Claim. Verify the on-prem collector for the OCP cluster is claimed in Cisco Intersight.

‘duih' Intersight B system -
& seltings Targets Claim a New Target
' Admin ~
Targets # Al Targets @
o T3 Ewport  1items 25w perpa 1 of1
Soltware Repository * Saarch pepl % # = e temns found 25+ per page v
Tech Support Bundles
Cannection = Top Targets by Types = Vender "
Audit Logs
@ Connected 1
Sessions O ® kubaraetes 1 O = Kubaraetes 1
Licensing
rarne Status Typs Wencor Clairmed Time ¥
ocoll-Skbbs-worker-9sdpd | @ Connactad Kubernetes Kubsmetas @ hours aga

Procedure 3. Verify Cisco IWO is monitoring resources on the on-prem infrastructure

Step 1. From intersight.com, select Workload Optimizer from the drop-down list at the top left side of the
window.

Step 2. Navigate to Overview and select the On-Prem tab from the right-side window.

Step 3. Verify that you are seeing everything from Container, Application and Service Components to
underlying host, storage and other infrastructure in the dependency mapping created by IWO.
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The Cisco IWO environment is now ready for use by the administrator to monitor and implement (manually or
automated) policies to ensure application performance on the on-prem Red Hat OCP cluster.

Enable Cisco Intersight Workload Optimizer (Public Cloud)

This section describes the deployment of a resource optimization tool for managing cloud-native resources in
AWS. The solution uses Cisco Intersight Workload Optimizer, a Cisco Intersight service, to ensure application
performance and manage cloud costs.

The procedures outlined in this section will deploy Cisco Intersight Workload Optimizer on AWS EC2 instances
hosting a Red Hat OCP cluster.
Prerequisites

e A valid cisco.com account to download IWO collector.

¢ OCP Installer in AWS or some other workstation to deploy the Cisco IWO collector. The workstation
should be able to execute CLI commands on the Red Hat OCP cluster.

o Helm v2 (requires Tiller) or Helm v3 to install the collector in the OCP cluster.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 189 of 214



« IWO collector Pods (two identical pods are deployed for high availability) require Kubelet access to every
node in the OCP cluster. Default: HTTPs + port=10250

o Collector should be able to connect to Cisco Intersight through the Internet.

Setup Information

Table 18 lists the installation parameters for the IWO collector.

Table 18. IWO Collector - Installation Parameters

OCP Project or namespace iwo-collector

Namespace

IWO Collector - name name iwo-collector-pod

IWO Collector Version iwoServerVersion 8.5

IWO Collector Image Tag collectorylmage.tag 8.5.6

IWO Name of Target targetName ocp11-AWS.hc.com Doesn’t need to be same as OCP
cluster cluster name but it should be

unique within IWO

Deployment Steps

The procedures in this section will deploy Cisco Intersight Workload Optimizer on AWS EC?2 instances hosting a
Red Hat OCP cluster.

Procedure 1. Deploy Cisco IWO collector on Red Hat OCP cluster

Step 1. Follow the procedure here, in the on-prem Cisco IWO Deployment section to deploy the collector in
AWS OCP cluster using the AWS setup information provided earlier.

Procedure 2. Claim Cisco IWO collector as a target in Intersight

Step 1. Follow the procedure here, in the on-prem Cisco IWO Deployment section to claim the collector as a
target in Cisco Intersight.

Procedure 3. Verify Cisco IWO is monitoring resources in AWS

Step 1. From intersight.com, select Workload Optimizer from the drop-down list at the top left side of the
window.

Step 2. Navigate to Overview and select the Cloud tab from the right-side window.

Step 3. Verify that you are seeing the Container, Application and Service Components and the underlying AWS
resources in the dependency mapping created by IWO.
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The Cisco IWO environment is now ready for use by the administrator to monitor and implement (manually or
automated) policies to ensure application performance on the Red Hat OCP cluster in AWS.
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Conclusion

Hybrid cloud is the de facto operating model in most Enterprises today. Cisco HyperFlex with Red Hat OCP
solution provides a flexible foundational hybrid cloud architecture that Enterprises can adopt and standardize on
from enterprise edge to core data centers. The solution offers an enterprise-grade Kubernetes environment for
an Enterprise’s cloud native efforts platform with Enterprise-level support from Cisco and Red Hat. Cisco
HyperFlex is an essential building block that provides the fastest path to hybrid cloud with enterprise-grade,
software-defined compute, and storage infrastructure. Coupled with Cisco Intersight, HyperFlex can be
deployed and managed with simplicity and ease across all Enterprise locations, around the globe. Cisco
Intersight can deliver a production-ready Virtual Server Infrastructure (VSI) in less than an hour using a fully
automated deployment process.

The SaaS model enables you to install, deploy, monitor, and maintain all of your clusters wherever they reside
from a central portal. Intersight offers a comprehensive set of day-2 management capabilities that greatly
simplifies and accelerates operations. It includes features such as cluster expansion, full-stack upgrades, day-2
storage management with performance monitoring, connected TAC support, hardware compatibility checks and
tools for capacity planning and cluster health checks. Red Hat OpenShift Container Platform provides an
enterprise-grade Kubernetes platform with consistent management and development experience across a
hybrid environment for both operations and development teams. Cisco Intersight Workload Optimizer, a service
in Cisco Intersight, can continuously monitor and optimizes resources across the stack to lower cloud costs and
ensure application performance across hybrid cloud environment. While Kubernetes eliminates the pain of
ensuring high availability and scalability of application services, these benefits do not extend to data. Kasten
K10 is a Cloud Native data management platform that overcomes such Day 2 challenges by providing enterprise
DevOps teams with backup/restore, disaster recovery and application mobility for Kubernetes applications.
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Appendices

This appendix is organized into the following sections:
o Appendix A - On-Prem Site-to-Site VPN Configuration
o Appendix B - References Used in Guide
o Appendix C - Glossary
o Appendix D - Acronyms
o Appendix E - Recommended for You

Appendix A - On-Prem Site-to-Site VPN Configuration

Customer Gateway - 1 (On-Prem)
HC-RTP-Sitel-CSRlkv-1#show run

Building configuration...

Current configuration : 12630 bytes

!

! Last configuration change at 21:06:20 UTC Thu Jul 28 2022 by admin
!

version 17.3

service timestamps debug datetime msec

service timestamps log datetime msec

service call-home

platform gfp utilization monitor load 80

platform punt-keepalive disable-kernel-core
platform console virtual

platform hardware throughput level MB 5000

!

hostname HC-RTP-Sitel-CSRlkv-1

!

boot-start-marker

boot-end-marker

!

enable secret 9 $9$85NtD8GX177ulkS$BNe35miWi7gqFO72Nb0mknPjZBMIVng/h.jQlIt4dug6g
!

no aaa new-model

!

ip domain lookup source-interface GigabitEthernetl
ip domain name cspg.local

!

login on-success log

!

subscriber templating

|

multilink bundle-name authenticated
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crypto pki trustpoint TP-self-signed-2015064199
enrollment selfsigned
subject-name cn=I0S-Self-Signed-Certificate-2015064199
revocation-check none
rsakeypair TP-self-signed-2015064199
!
crypto pki trustpoint SLA-TrustPoint
enrollment terminal
revocation-check crl
!
crypto pki certificate chain TP-self-signed-2015064199
certificate self-signed 01
<!! REMOVED !!>
quit
crypto pki certificate chain SLA-TrustPoint
certificate ca 01
<!! REMOVED !!>
quit
!
crypto pki certificate pool
cabundle nvram:ios core.p7b
|
license udi pid CSR1000V sn 9CCCQFFFGV
license boot level ax
diagnostic bootup level minimal
memory free low-watermark processor 71489
!
spanning-tree extend system-id
|

username admin privilege 15 secret 9
$959g8936XyfTFy64ESQdjuY/IIN6RXBRvc40NMLc6BA5uXP36LhdalczF4Y4g

|
redundancy
!
crypto ikev2 proposal PROPOSALL
encryption aes-cbc-128 aes-cbc-192 aes-cbc-256
integrity shal shabl12 sha384 sha256
group 24 21 20 19 16 15 14 2
!
crypto ikev2 policy POLICY1
match address local 192.168.171.251
proposal PROPOSALL
!
crypto ikev2 keyring KEYRING1
peer 18.233.149.22
address 18.233.149.22
pre-shared-key DPd40Ik8bflTRRqZXh6xjShL8.AyLfwr
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|
crypto ikev2 keyring KEYRING2
peer 34.199.172.92
address 34.199.172.92
pre-shared-key T3XV40f7JGljGRmiCZMLAMyrqg.uwNm8L
!
crypto ikev2 profile IKEV2-PROFILE-1
match address local 192.168.171.251
match identity remote address 18.233.149.22 255.255.255.255
identity local address 64.100.255.181
authentication remote pre-share
authentication local pre-share
keyring local KEYRINGI1
lifetime 28800
dpd 10 10 on-demand
!
crypto ikev2 profile IKEV2-PROFILE-2
match address local 192.168.171.251
match identity remote address 34.199.172.92 255.255.255.255
identity local address 64.100.255.181
authentication remote pre-share
authentication local pre-share
keyring local KEYRING2
lifetime 28800
dpd 10 10 on-demand
!
11dp run
cdp run
!
crypto isakmp keepalive 10 10
!
crypto ipsec security-association replay window-size 128
!
crypto ipsec transform-set ipsec-prop-vpn-0688beafalfcl0988-0 esp-aes esp-sha256-hmac
mode tunnel
crypto ipsec transform-set ipsec-prop-vpn-0688beafalfcl0988-1 esp-aes esp-sha256-hmac
mode tunnel
crypto ipsec df-bit clear
!
crypto ipsec profile ipsec-vpn-0688beafal0fcl10988-0
set transform-set ipsec-prop-vpn-0688beafalfcl10988-0
set pfs groupl4
set ikev2-profile IKEV2-PROFILE-1
!
crypto ipsec profile ipsec-vpn-0688beafalfcl0988-1
set transform-set ipsec-prop-vpn-0688beafalfcl0988-1

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 196 of 214



set pfs groupl4

set ikev2-profile IKEV2-PROFILE-2

!
interface Loopback0

description TEST-AWS-INTERFACE

ip address 51.51.51.251 255.255.255.0

|
interface Tunnell

description Tunnel#l to AWS-TGW

ip address 169.254.109.206 255.255.255.252
ip tcp adjust-mss 1379

tunnel source GigabitEthernet2

tunnel mode ipsec ipv4

tunnel destination 18.233.149.22

tunnel protection ipsec profile ipsec-vpn-0688beafalfcl10988-0
ip virtual-reassembly

!
interface Tunnel2

description Tunnel#2 to AWS-TGW

ip address 169.254.229.110 255.255.255.252
ip tcp adjust-mss 1379

tunnel source GigabitEthernet2

tunnel mode ipsec ipv4

tunnel destination 34.199.172.92

tunnel protection ipsec profile ipsec-vpn-0688beafal0fcl0988-1
ip virtual-reassembly

!

interface GigabitEthernetl

description OOB Mgmt

ip address 172.26.163.251 255.255.255.0
negotiation auto

no mop enabled

no mop sysid

!

interface GigabitEthernet?2

description To On-Prem Networks and source IPsec interface to AWS
ip address 192.168.171.251 255.255.255.0
negotiation auto

no mop enabled

no mop sysid

ip forward-protocol nd

ip http server

ip http authentication local
ip http secure-server

ip http client source-interface GigabitEthernetl
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ip route 0.0.0.0 0.0.0.0 172.26.163.254
ip route 10.0.0.0 255.255.0.0 Tunnell
ip route 10.0.0.0 255.255.0.0 Tunnel2
ip route 18.233.149.22 255.255.255.255 GigabitEthernet2 192.168.171.254
ip route 34.199.172.92 255.255.255.255 GigabitEthernet2 192.168.171.254
ip route 64.100.255.189 255.255.255.255 GigabitEthernet2 192.168.171.254
ip route 172.26.163.0 255.255.255.0 GigabitEthernetl 172.26.163.254
ip route 172.31.0.0 255.255.0.0 Tunnell
ip route 172.31.0.0 255.255.0.0 Tunnel2
ip ssh rsa keypair-name ssh-key
ip ssh version 2
ip scp server enable

!
control-plane

|
line con O

exec—timeout 90 0

stopbits 1
line vty 0 4

exec—timeout 90 0

login local

transport input ssh

!
call-home

! If contact email address in call-home is configured as sch-smart-licensing@cisco.com
! the email address configured in Cisco Smart License Portal will be used as contact
! email address to send SCH notifications.

contact-email-addr sch-smart-licensing@cisco.com

profile "CiscoTAC-1"

active

destination transport-method http

!
end
HC-RTP-Sitel-CSR1kv-1#

Customer Gateway - 2 (On-Prem)
HC-RTP-Sitel-CSRlkv-2#show run

Building configuration...

Current configuration : 11938 bytes

!

! Last configuration change at 15:11:46 UTC Mon Jul 28 2022 by admin
!

version 17.3

service timestamps debug datetime msec

service timestamps log datetime msec

service call-home
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platform gfp utilization monitor load 80
platform punt-keepalive disable-kernel-core
platform console virtual
platform hardware throughput level MB 5000
!
hostname HC-RTP-Sitel-CSR1lkv-2
|
boot-start-marker
boot-end-marker
!
enable secret 9 $9$Y8hVg5t/EgKMK.$NhS1soDgDKK4u5.ExrGUYI3hcPlceUYVBCOL7MYhCgM
!
no aaa new-model
|
ip domain lookup source-interface GigabitEthernetl
ip domain name cspg.local
!
login on-success log
!
subscriber templating
|
multilink bundle-name authenticated
!
crypto pki trustpoint TP-self-signed-1201348278
enrollment selfsigned
subject-name cn=I0S-Self-Signed-Certificate-1201348278
revocation-check none
rsakeypair TP-self-signed-1201348278
!
crypto pki trustpoint SLA-TrustPoint
enrollment terminal
revocation-check crl
!
crypto pki certificate chain TP-self-signed-1201348278
certificate self-signed 01
<!! REMOVED !!>
quit
crypto pki certificate chain SLA-TrustPoint
certificate ca 01
<!! REMOVED !!>
quit
!
crypto pki certificate pool
cabundle nvram:ios core.p’b
!
license udi pid CSR1000V sn 9Q28ZTVBYYH

license boot level ax
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diagnostic bootup level minimal

memory free low-watermark processor 71489
!

spanning-tree extend system-id

|

username admin privilege 15 secret 9
$955gt0bisfQriQVkSVDkvYrDTRIE2QkIJ0ci5vo5dfV2P561X)SI1wfdeX2A
!
redundancy
!
crypto ikev2 proposal PROPOSALL
encryption aes-cbc-128 aes-cbc-192 aes-cbc-256
integrity shal sha512 sha384 sha256
group 24 21 20 19 16 15 14 2
crypto ikev2 proposal ikev2-proposal-default
encryption aes-cbc-256 aes-cbc-192 aes-cbc-128
integrity shab512 sha384 sha256 shal
group 24 21 20 19 16 15 14 2
|
crypto ikev2 policy POLICY1
match address local 192.168.171.252
proposal PROPOSALL
crypto ikev2 policy ikev2-policy-default
proposal ikev2-proposal-default
!
crypto ikev2 keyring KEYRING1
peer 18.210.98.60
address 18.210.98.60
pre-shared-key x X0D MOOrTSHQK.p84TNKmgQdv2PkxP
!
crypto ikev2 keyring KEYRING2
peer 34.204.64.189
address 34.204.64.189
pre-shared-key sCpDlVSrgWHgSnZHUENYL5JWapQSO0sJd
!
crypto ikev2 profile IKEV2-PROFILE-1
match address local 192.168.171.252
match identity remote address 18.210.98.60 255.255.255.255
identity local address 64.100.255.182
authentication remote pre-share
authentication local pre-share
keyring local KEYRINGI1
lifetime 28800
dpd 10 10 on-demand
!
crypto ikev2 profile IKEV2-PROFILE-2
match address local 192.168.171.252
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match identity remote address 34.204.64.189 255.255.255.255
identity local address 64.100.255.182

authentication remote pre-share

authentication local pre-share

keyring local KEYRING2

lifetime 28800

dpd 10 10 on-demand

|
11dp run
cdp run

!
crypto isakmp keepalive 10 10

!
crypto ipsec security-association replay window-size 128
|
crypto ipsec transform-set ipsec-prop-vpn-02363cbefd8b34ee8-0 esp-aes esp-sha256-hmac
mode tunnel
crypto ipsec transform-set ipsec-prop-vpn-02363cbefd8b34ee8-1 esp-aes esp-sha256-hmac
mode tunnel
crypto ipsec df-bit clear

|
crypto ipsec profile ipsec-vpn-02363cbefd8b34ee8-0

set transform-set ipsec-prop-vpn-02363cbefd8b34ee8-0
set pfs groupl4d

set ikev2-profile IKEV2-PROFILE-1

!

crypto ipsec profile ipsec-vpn-02363cbefd8b34ee8-1

set transform-set ipsec-prop-vpn-02363cbefd8b34ee8-1
set pfs groupl4

set ikev2-profile IKEV2-PROFILE-2

!

interface Loopback0

description TEST-AWS-INTERFACE

ip address 51.51.51.251 255.255.255.0

!

interface Tunnell

ip address 169.254.44.110 255.255.255.252

ip tcp adjust-mss 1379

tunnel source GigabitEthernet2

tunnel mode ipsec ipv4

tunnel destination 18.210.98.60

tunnel protection ipsec profile ipsec-vpn-02363cbefd8b34ee8-0
ip virtual-reassembly

!

interface Tunnel2

ip address 169.254.104.218 255.255.255.252

ip tcp adjust-mss 1379
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tunnel source GigabitEthernet2

tunnel mode ipsec ipv4

tunnel destination 34.204.64.189

tunnel protection ipsec profile ipsec-vpn-02363cbefd8b34eel8-1

ip virtual-reassembly

!
interface GigabitEthernetl

description OOB Mgmt

ip address 172.26.163.252 255.255.255.0

negotiation auto

no mop enabled

no mop sysid

!
interface GigabitEthernet?2

description To On-Prem Networks and source IPsec interface to AWS
ip address 192.168.171.252 255.255.255.0

negotiation auto

no mop enabled

no mop sysid

!
ip forward-protocol nd
ip http server
ip http authentication local
ip http secure-server
ip http client source-interface GigabitEthernetl

!
ip route 0.0.0.0 0.0.0.0 172.26.163.254
ip route 10.0.0.0 255.255.255.0 Tunnell
ip route 10.0.0.0 255.255.255.0 Tunnel2
ip route 18.210.98.60 255.255.255.255 GigabitEthernet2 192.168.171.254
ip route 34.204.64.189 255.255.255.255 GigabitEthernet2 192.168.171.254
ip route 64.100.255.189 255.255.255.255 GigabitEthernet2 192.168.171.254
ip route 172.26.163.0 255.255.255.0 GigabitEthernetl 172.26.163.254
ip ssh rsa keypair-name ssh-key
ip ssh version 2
ip scp server enable

!
control-plane

!
line con O

exec-timeout 90 0

stopbits 1
line vty 0 4

exec—timeout 90 0

login local

transport input ssh
|
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call-home
! If contact email address in call-home is configured as sch-smart-licensing@cisco.com

! the email address configured in Cisco Smart License Portal will be used as contact
email address to send SCH notifications.

contact-email-addr sch-smart-licensing@cisco.com
profile "CiscoTAC-1"

active

destination transport-method http
|

end

HC-RTP-Sitel-CSR1kv-2#

Appendix B - References Used in Guide
26 Kubernetes Statistics to Reference:
https://www.containiqg.com/post/kubernetes-statistics

Red Hat OpenShift vs. Kubernetes:
https://www.redhat.com/en/topics/containers/red-hat-openshift-kubernetes

Cisco HyperFlex Data Sheets:
https://www.cisco.com/c/en/us/products/hyperconverged-infrastructure/hyperflex-hx-series/datasheet-

listing.html

Cisco Unified Computing System:
http://www.cisco.com/en/US/products/ps10265/index.html

Cisco UCS Manager:
http://www.cisco.com/en/US/products/ps10281/index.html

Red Hat OpenShift:
https://www.openshift.com/

Red Hat Hybrid Cloud Console:
https://access.redhat.com/products/red-hat-hybrid-cloud-console

Red Hat Ansible:
https://www.ansible.com/resources/get-started

Cisco IWO User Guide:
https://www.cisco.com/c/dam/en/us/td/docs/unified computing/ucs/Intersight/Intersight Workload Optimizer/
Cisco Intersight Workload Optimizer User Guide.pdf

Cisco IWO Data Sheet:
https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight-workload-

optimizer/datasheet-c78-744509.html

Cisco IWO Documentation:
https://intersight.com/help/resourcestcisco _intersight workload optimizer
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https://www.cisco.com/c/en/us/products/collateral/cloud-systems-management/intersight-workload-optimizer/datasheet-c78-744509.html
https://intersight.com/help/resources#cisco_intersight_workload_optimizer

VMware vSphere CSI Plug-in:

VMware vSphere CSI Driver Operator - Red Hat
https://docs.openshift.com/container-platform/4.10/storage/container storage interface/persistent-storage-

csi-vsphere.html

Appendix C - Glossary

This glossary addresses some terms used in this document, for the purposes of aiding understanding. This is
not a complete list of all multicloud terminology. Some Cisco product links are supplied here also, where
considered useful for the purposes of clarity, but this is by no means intended to be a complete list of all
applicable Cisco products.

aaS/XaaS Some IT capability, X, provided as a service (XaaS). Some benefits are:

(IT capability provided as a e The provider manages the design, implementation, deployment, upgrades, resiliency, scalability, and

. overall delivery of the service and the infrastructure that supports it.
Service)

e There are very low barriers to entry, so that services can be quickly adopted and dropped in
response to business demand, without the penalty of inefficiently utilized CapEx.

e The service charge is an IT OpEx cost (pay-as-you-go), whereas the CapEx and the service
infrastructure is the responsibility of the provider.

e Costs are commensurate to usage and hence more easily controlled with respect to business
demand and outcomes.

Such services are typically implemented as “microservices,” which are accessed via REST
APIs. This architectural style supports composition of service components into systems.
Access to and management of aaS assets is via a web GUI and/or APls, such that
Infrastructure-as-code (laC) techniques can be used for automation, for example, Ansible
and Terraform.

The provider can be any entity capable of implementing an aaS “cloud-native” architecture.
The cloud-native architecture concept is well-documented and supported by open-source
software and a rich ecosystem of services such as training and consultancy. The provider
can be an internal IT department or any of many third-party companies using and supporting
the same open-source platforms.

Service access control, integrated with corporate IAM, can be mapped to specific users and
business activities, enabling consistent policy controls across services, wherever they are
delivered from.

Ansible An infrastructure automation tool, used to implement processes for instantiating and
configuring IT service components, such as VMs on an laaS platform. Supports the
consistent execution of processes defined in YAML “playbooks” at scale, across multiple
targets. Because the Ansible artefacts (playbooks) are text-based, they can be stored in a
Source Code Management (SCM) system, such as GitHub. This allows for software
development like processes to be applied to infrastructure automation, such as,
Infrastructure-as-code (see laC below).

https://www.ansible.com

AWS Provider of laaS and PaaS.
(Amazon Web Services) https://aws.amazon.com

Azure Microsoft laaS and PaaS.

https://azure.microsoft.com/en-gb

Co-located data center “A colocation center (ColLo)...is a type of data center where equipment, space, and
bandwidth are available for rental to retail customers. Colocation facilities provide space,
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power, cooling, and physical security for the server, storage, and networking equipment of
other firms and also connect them to a variety of telecommunications and network service
providers with a minimum of cost and complexity.”

https://en.wikipedia.org/wiki/Colocation centre
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Containers

(Docker)

DevOps

Edge compute

laaS

(Infrastructure as-a-
Service)

laC

(Infrastructure as-Code)

IAM

(Identity and Access
Management)

IBM
(Cloud)

Intersight

A (Docker) container is a means to create a package of code for an application and its
dependencies, such that the application can run on different platforms which support the
Docker environment. In the context of aaS, microservices are typically packaged within Linux
containers orchestrated by Kubernetes (K8s).

https://www.docker.com

https://www.cisco.com/c/en/us/products/cloud-systems-

management/containerplatform/index.html

The underlying principle of DevOps is that the application development and operations teams
should work closely together, ideally within the context of a toolchain that automates the
stages of development, test, deployment, monitoring, and issue handling. DevOps is closely
aligned with 1aC, continuous integration and deployment (CI/CD), and Agile software
development practices.

https://en.wikipedia.org/wiki/DevOps

https://en.wikipedia.org/wiki/Cl/CD

Edge compute is the idea that it can be more efficient to process data at the edge of a
network, close to the endpoints that originate that data, or to provide virtualized access
services, such as at the network edge. This could be for reasons related to low latency
response, reduction of the amount of unprocessed data being transported, efficiency of
resource utilization, and so on. The generic label for this is Multi-access Edge Computing
(MEC), or Mobile Edge Computing for mobile networks specifically.

From an application experience perspective, it is important to be able to utilize, at the edge,
the same operations model, processes, and tools used for any other compute node in the
system.

https://en.wikipedia.org/wiki/Mobile edge computin

Infrastructure components provided aaS, located in data centers operated by a provider,
typically accessed over the public Internet. laaS provides a base platform for the deployment
of workloads, typically with containers and Kubernetes (K8s).

Given the ability to automate aaS via APIs, the implementation of the automation is typically
via Python code, Ansible playbooks, and similar. These automation artefacts are
programming code that define how the services are consumed. As such, they can be subject
to the same code management and software development regimes as any other body of
code. This means that infrastructure automation can be subject to all of the quality and
consistency benefits, CI/CD, traceability, automated testing, compliance checking, and so
on, that could be applied to any coding project.

https://en.wikipedia.org/wiki/Infrastructure as code
IAM is the means to control access to IT resources so that only those explicitly authorized to

access given resources can do so. IAM is an essential foundation to a secure multicloud
environment.

https://en.wikipedia.org/wiki/ldentity management

IBM laaS and PaaS.

https://www.ibm.com/cloud

Cisco Intersight™ is a Software-as-a-Service (SaaS) infrastructure lifecycle management
platform that delivers simplified configuration, deployment, maintenance, and support.
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GCP
(Google Cloud Platform)

Kubernetes
(K8s)

Microservices

PaaS

(Platform-as-a-Service)

Private on-premises data
center

REST API

SaaS

(Software-as-a-Service)

SAML

(Security Assertion Markup

Language)

Terraform

Google laaS and PaaS.
https://cloud.google.com/gcp

Kubernetes is an open-source system for automating deployment, scaling, and management
of containerized applications.

https://kubernetes.io

A microservices architecture is characterized by processes implementing fine-grained
services, typically exposed via REST APIs and which can be composed into systems. The
processes are often container-based, and the instantiation of the services often managed
with Kubernetes. Microservices managed in this way are intrinsically well suited for
deployment into laaS environments, and as such, are the basis of a cloud native architecture.

https://en.wikipedia.org/wiki/Microservices

PaaS is a layer of value-add services, typically for application development, deployment,
monitoring, and general lifecycle management. The use of 1aC with laaS and PaaS is very
closely associated with DevOps practices.

A data center infrastructure housed within an environment owned by a given enterprise is
distinguished from other forms of data center, with the implication that the private data
center is more secure, given that access is restricted to those authorized by the enterprise.
Thus, circumstances can arise where very sensitive IT assets are only deployed in a private
data center, in contrast to using public laaS. For many intents and purposes, the underlying
technology can be identical, allowing for hybrid deployments where some IT assets are
privately deployed but also accessible to other assets in public laaS. IAM, VPNs, firewalls,
and similar are key technologies needed to underpin the security of such an arrangement.

Representational State Transfer (REST) APIs is a generic term for APIs accessed over
HTTP(S), typically transporting data encoded in JSON or XML. REST APIs have the
advantage that they support distributed systems, communicating over HTTP, which is a well-
understood protocol from a security management perspective. REST APIs are another
element of a cloud-native applications architecture, alongside microservices.

https://en.wikipedia.org/wiki/Representational state transfer

End-user applications provided “aaS” over the public Internet, with the underlying software
systems and infrastructure owned and managed by the provider.

Used in the context of Single-Sign-On (SSO) for exchanging authentication and authorization
data between an identity provider, typically an IAM system, and a service provider (some
form of SaaS). The SAML protocol exchanges XML documents that contain security
assertions used by the aaS for access control decisions.

https://en.wikipedia.org/wiki/Security Assertion Markup Language

An open-source laC software tool for cloud services, based on declarative configuration
files.

https://www.terraform.io

Appendix D - Acronym Glossary

AAA-Authentication, Authorization, and Accounting

ACP—-Access-Control Policy

ACI—Cisco Application Centric Infrastructure
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ACK-Acknowledge or Acknowledgement
ACL—Access-Control List

AD—Microsoft Active Directory

AFI-Address Family Identifier

AMP—Cisco Advanced Malware Protection

AP—Access Point

API-Application Programming Interface

APIC— Cisco Application Policy Infrastructure Controller (ACI)
ASA—Cisco Adaptative Security Appliance
ASM-Any-Source Multicast (PIM)

ASR—Aggregation Services Router

Auto-RP—Cisco Automatic Rendezvous Point protocol (multicast)
AVC—Application Visibility and Control

BFD—Bidirectional Forwarding Detection

BGP—Border Gateway Protocol

BMS—Building Management System

BSR—Bootstrap Router (multicast)

BYOD—-Bring Your Own Device

CAPWAP—Control and Provisioning of Wireless Access Points Protocol

CDP—Cisco Discovery Protocol
CEF—Cisco Express Forwarding
CMD—-Cisco Meta Data

CPU—Central Processing Unit
CSR—Cloud Services Routers
CTA—-Cognitive Threat Analytics
CUWN-Cisco Unified Wireless Network
CVD—Cisco Validated Design
CYOD-Choose Your Own Device
DC—Data Center

DHCP—-Dynamic Host Configuration Protocol
DM-Dense-Mode (multicast)

DMVPN-Dynamic Multipoint Virtual Private Network
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DMZ—-Demilitarized Zone (firewall/networking construct)
DNA—Cisco Digital Network Architecture

DNS—Domain Name System

DORA-Discover, Offer, Request, ACK (DHCP Process)
DWDM-Dense Wavelength Division Multiplexing

ECMP—Equal Cost Multi Path

EID—Endpoint Identifier

EIGRP—Enhanced Interior Gateway Routing Protocol
EMI—Electromagnetic Interference

ETR—Egress Tunnel Router (LISP)

EVPN—Ethernet Virtual Private Network (BGP EVPN with VXLAN data plane)
FHR—First-Hop Router (multicast)

FHRP—First-Hop Redundancy Protocol

FMC—Cisco Firepower Management Center

FTD—Cisco Firepower Threat Defense

GBAC—-Group-Based Access Control

GbE—Gigabit Ethernet

Gbit/s—Gigabits Per Second (interface/port speed reference)
GRE—Generic Routing Encapsulation

GRT—-Global Routing Table

HA—-High-Availability

HQ-Headquarters

HSRP—-Cisco Hot-Standby Routing Protocol
HTDB—-Host-tracking Database (SD-Access control plane node construct)
IBNS—-Identity-Based Networking Services (IBNS 2.0 is the current version)
ICMP- Internet Control Message Protocol

IDF—Intermediate Distribution Frame; essentially a wiring closet.
IEEE—Institute of Electrical and Electronics Engineers
IETF—Internet Engineering Task Force

IGP—Interior Gateway Protocol

lID—Instance-ID (LISP)

IOE—Internet of Everything
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loT—Internet of Things

IP—Internet Protocol

IPAM—IP Address Management

IPS—Intrusion Prevention System

IPSec—Internet Protocol Security

ISE—Cisco Identity Services Engine

ISR—Integrated Services Router

IS-IS—Intermediate System to Intermediate System routing protocol
ITR—Ingress Tunnel Router (LISP)

LACP-Link Aggregation Control Protocol

LAG—-Link Aggregation Group

LAN—-Local Area Network

L2 VNI-Layer 2 Virtual Network Identifier; as used in SD-Access Fabric, a VLAN.
L3 VNI- Layer 3 Virtual Network Identifier; as used in SD-Access Fabric, a VRF.
LHR—Last-Hop Router (multicast)

LISP—Location Identifier Separation Protocol

MAC-Media Access Control Address (OSI Layer 2 Address)

MAN-Metro Area Network

MEC—Multichassis EtherChannel, sometimes referenced as MCEC

MDF—Main Distribution Frame; essentially the central wiring point of the network.
MnT—Monitoring and Troubleshooting Node (Cisco ISE persona)

MOH-Music on Hold

MPLS—Multiprotocol Label Switching

MR—Map-resolver (LISP)

MS—Map-server (LISP)

MSDP—Multicast Source Discovery Protocol (multicast)

MTU—-Maximum Transmission Unit

NAC—Network Access Control

NAD-Network Access Device

NAT—Network Address Translation

NBAR-Cisco Network-Based Application Recognition (NBAR2 is the current version).

NFV—Network Functions Virtualization
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NSF—-Non-Stop Forwarding

0OSI-Open Systems Interconnection model
OSPF-Open Shortest Path First routing protocol
OT—Operational Technology

PAgP—Port Aggregation Protocol

PAN—Primary Administration Node (Cisco ISE persona)
PCI DSS—Payment Card Industry Data Security Standard
PD-Powered Devices (PoE)

PETR-Proxy-Egress Tunnel Router (LISP)
PIM—Protocol-Independent Multicast
PITR—Proxy-Ingress Tunnel Router (LISP)
PnP-Plug-n-Play

PoE—Power over Ethernet (Generic term, may also refer to IEEE 802.3af, 15.4W at PSE)

PoE+—Power over Ethernet Plus (IEEE 802.3at, 30W at PSE)

PSE—Power Sourcing Equipment (PoE)
PSN—Policy Service Node (Cisco ISE persona)

pxGrid—Platform Exchange Grid (Cisco ISE persona and publisher/subscriber service)

PxTR—Proxy-Tunnel Router (LISP - device operating as both a PETR and PITR)

QoS—Quality of Service

RADIUS—Remote Authentication Dial-In User Service
REST—Representational State Transfer
RFC—Request for Comments Document (IETF)
RIB—Routing Information Base

RLOC—Routing Locator (LISP)
RP—Rendezvous Point (multicast)
RP—Redundancy Port (WLC)

RP—Route Processer

RPF—Reverse Path Forwarding

RR—Route Reflector (BGP)

RTT—Round-Trip Time

SA-Source Active (multicast)

SAFI-Subsequent Address Family Identifiers (BGP)
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SD—-Software-Defined

SDA—Cisco Software Defined-Access
SDN-Software-Defined Networking

SFP—Small Form-Factor Pluggable (1 GbE transceiver)
SFP+— Small Form-Factor Pluggable (10 GbE transceiver)
SGACL—-Security-Group ACL

SGT-Scalable Group Tag, sometimes reference as Security Group Tag

SM-Spare-mode (multicast)

SNMP-Simple Network Management Protocol
SSID—Service Set Identifier (wireless)
SSM-Source-Specific Multicast (PIM)

SSO-Stateful Switchover

STP—-Spanning-tree protocol

SVI-Switched Virtual Interface

SVL-Cisco StackWise Virtual

SWIM-Software Image Management

SXP—-Scalable Group Tag Exchange Protocol
Syslog—System Logging Protocol

TACACS+—Terminal Access Controller Access-Control System Plus
TCP-Transmission Control Protocol (OSI Layer 4)

UCS— Cisco Unified Computing System

UDP-User Datagram Protocol (OSI Layer 4)

UPoE—Cisco Universal Power Over Ethernet (60W at PSE)
UPoE+— Cisco Universal Power Over Ethernet Plus (90W at PSE)
URL-Uniform Resource Locator

VLAN-Virtual Local Area Network

VM—Virtual Machine

VN-Virtual Network, analogous to a VRF in SD-Access
VNI-Virtual Network Identifier (VXLAN)

vPC—virtual Port Channel (Cisco Nexus)

VPLS-Virtual Private LAN Service

VPN-—Virtual Private Network
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VPNv4—BGP address family that consists of a Route-Distinguisher (RD) prepended to an IPv4 prefix
VPWS-Virtual Private Wire Service

VRF-Virtual Routing and Forwarding

VSL—Virtual Switch Link (Cisco VSS component)

VSS—Cisco Virtual Switching System

VXLAN-Virtual Extensible LAN

WAN-Wide-Area Network

WLAN-Wireless Local Area Network (generally synonymous with IEEE 802.11-based networks)
WolL—-Wake-on-LAN

xTR—Tunnel Router (LISP - device operating as both an ETR and ITR)

Appendix E - Recommended for You
Cisco UCS Solutions GitHub Repo: https://github.com/ucs-compute-solutions

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 213 of 214


https://github.com/ucs-compute-solutions

Feedback
For comments and suggestions about this guide and related guides, join the discussion on Cisco Community at

https://cs.co/en-cvds.

CVD Program
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"DE-SIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND ITS SUPPLIERS
DISCLAIM ALL WAR-RANTIES, INCLUDING, WITHOUT LIMITATION, THE WARRANTY OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING,
USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT,
SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS
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