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Executive Summary

Cisco Validated Designs (CVDs) are systems and solutions that are designed, tested, and documented to facilitate
and accelerate customer deployments. CVDs incorporate a wide range of technologies, products, and best-
practices into a portfolio of solutions that address the business needs of our customers. CVDs based on Cisco
HyperFlex deliver infrastructure and application solutions using a hyperconverged, software-defined infrastructure.
For a complete portfolio of HyperFlex solutions, see: https://www.cisco.com/c/en/us/solutions/design-zone/data-
center-design-quides/data-center-hyperconverged-infrastructure html

The Virtual Server Infrastructure (VSI) solutions based on Cisco HyperFlex combine software-defined computing
using Cisco UCS servers, software defined storage using Cisco HyperFlex HX Data Platform, and software-
defined networking using Cisco Unified Fabric to deliver a foundational, hyperconverged infrastructure platform for
Enterprise data centers. When combined with a Cisco Application Centric Infrastructure (Cisco ACI) fabric, it
extends the software-defined paradigm into the data center network to deliver a comprehensive, scalable,
application-centric infrastructure for Enterprise data centers.

The Cisco HyperFlex Stretched Cluster with Cisco ACI Multi-Pod Fabric solution discussed in this document, is a
validated reference architecture for building an active-active data center to provide business continuity and
disaster avoidance. The solution extends compute, storage, and networking across two data center locations to
enable the active-active data centers. Workloads can be placed in either data center with seamless mobility
between data centers. In this design, a Cisco HyperFlex stretched cluster is extended across the active-active
data centers to provide the hyperconverged virtual server infrastructure in each data center. The nodes in the
cluster are distributed evenly across both data centers and connect to Cisco Unified Fabric or Cisco UCS Fabric
Interconnects to a Cisco ACI fabric in each location. The solution uses a Cisco ACI Multi-Pod fabric as the end-to-
end data center fabric for interconnecting the data centers and to provide connectivity within each data center
location. The fabric also provides Layer 2 extension and Layer 3 forwarding between data centers to enable the
seamless workload mobility and connectivity between data centers. The data centers can be in geographically
separate sites such as a metropolitan area or they can be in the same campus or building. The HyperFlex
stretched clusters serves as an Applications cluster in this design. The solution also includes an optional HyperFlex
standard cluster as a Management cluster for hosting management and other shared services directly from within
the ACI fabric.

To simplify day-2 operations, the solution uses Cisco Intersight to centrally manage all virtual server infrastructure
in the solution. This includes the Applications cluster, the Management cluster, and the Cisco Unified Fabrics in
both locations. Cisco Intersight can also be used to manage other data center infrastructure that Enterprises have.
Cisco Intersight is also used to deploy the Management cluster in the solution. Cisco Intersight is a centralized,
cloud-based, software-as-a-service (SAAS) platform that simplifies operations by providing pro-active, actionable
intelligence to manage and operate Enterprise data centers. Cisco Intersight provides capabilities such as Cisco
Technical Assistance Center (TAC) integration for support and Cisco Hardware Compatibility List (HCL) integration
for compliance that Enterprises can leverage for their Cisco HyperFlex and UCS systems in all locations.
Enterprises can also quickly adopt the new features that are continuously being rolled out in Cisco Intersight. The
solution also uses Cisco Network Assurance Engine (Cisco NAE), Cisco Network Insights — Advisor (Cisco NIA),
and Cisco Network Insights- Resources (Cisco NIR) to further simplify operations through pro-active monitoring of
the ACI Multi-Pod fabric. The three tools can comprehensively monitor the fabric, leveraging analytics and cisco
expertise in the networking arena to provide assurance the network is working as intended, and to identify issues
pro-actively with in-depth analysis and guidance for resolving the issues.

To ease the deployment of virtualized workloads, the solution leverages the VMM integration that ACI provides, the
VMM being VMware vCenter in this case, to dynamically orchestrate and manage the virtual networking using
either a VMware virtual Distributed Switch (vDS) or Cisco ACI Virtualization Edge (AVE) switch. Cisco AVE is a
virtual Leaf that brings the advanced capabilities of an ACI fabric (for example, application policies, micro-


https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/data-center-hyperconverged-infrastructure.html
https://www.cisco.com/c/en/us/solutions/design-zone/data-center-design-guides/data-center-hyperconverged-infrastructure.html

Executive Summary

segmentation, security) to the virtualization layer. In this release of the solution, VMware vDS is used in both
HyperFlex standard and stretch clusters.

The Cisco HyperFlex Stretched Cluster with Cisco ACI Multi-Pod Fabric CVD consists of the following documents:
e Design Guide: Cisco HyperFlex 4.0 Stretched Cluster with Cisco ACI 4.2 Multi-Pod Fabric Design Guide
o Deployment Guide: Cisco HyperFlex 4.0 Stretched Cluster with Cisco ACI 4.2 Multi-Pod Fabric

This document is the deployment guide for the solution. The solution was built and validated using Cisco
HyperFlex 4.0, Cisco Unified Computing System 4.0, Cisco ACI 4.2 Multi-Pod fabric running on Cisco Nexus
family of switches and VMware vSphere 6.7U3. The design guide for the solution is available here.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/hx_40_vsi_aci_multipod_design.html
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Solution Overview

Introduction

The Cisco HyperFlex Stretched Cluster with Cisco ACI Multi-Pod Fabric solution presented in this document, is a
hyperconverged VSI solution for business continuity and disaster avoidance. The design uses an active-active
data center architecture to ensure access to at least one data center at all times. The solution uses a Cisco
HyperFlex stretched cluster for the hyperconverged infrastructure in each active-active data center, and a Cisco
ACI Multi-Pod fabric for the data center fabric in each data center and for connectivity between data centers. The
HyperFlex stretched cluster provides the compute, storage, and server networking in each location, and serves as
an Applications cluster in this solution. The solution also includes an optional HyperFlex standard cluster for
management that is deployed from the cloud using Cisco Intersight. The management cluster is used to host
management and other services directly from the ACI Multi-Pod fabric. For centralized day-2 management, the
solution uses Cisco Intersight for the virtual server infrastructure in the solution, and uses Cisco NAE, NIA and NIR
for the ACI Multi-Pod fabric.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers that are interested in leveraging industry trends towards
hyperconvergence and software-defined networking to build agile infrastructures that can be deployed in minutes
and keep up with business demands.

Purpose of this Document

This document provides detailed implementation steps for deploying the Cisco HyperFlex Stretched Cluster with
Cisco ACI Multi-Pod Fabric solution for disaster avoidance. The solution incorporates technology, product, and
design best practices to deliver an active-active data center solution using Cisco Hyperflex stretched cluster,
Cisco ACI Multi-Pod fabric and VMware vSphere.

What’s New in this Release?

The Cisco HyperFlex Stretched Cluster with Cisco ACI Multi-Pod Fabric solution is part of the HyperFlex VS
portfolio of solutions. This Cisco HyperFlex VSI solution delivers a validated reference architecture for business
continuity and disaster avoidance in Enterprise data centers. This release of the solution is an update to the earlier
Cisco HyperFlex Stretched Cluster and Cisco ACI Multi-Pod fabric CVD. The updated components and versions
validated in this release are:

e Cisco HyperFlex 4.0(2b), Cisco UCS Manager 4.0(4h), Cisco Intersight
e Cisco ACI 4.2(4i), VMware vDS 6.6.0 and VMware vSphere 6.7U3

For Cisco Intersight, since it is a SaaS platform where new features are being continuously added, a number of
new capabilities and integrations have been added since the last release of this solution that customers can
leverage as needed. The latest features and capabilities added to the platform are available here.

To further simplify day-2 operations through pro-active intelligence and monitoring, this release also adds the
following operational tools to the solution. The Cisco Network Insights are hosted on a 3-node Cisco Application


https://intersight.com/help/whats_new/2020
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Services Engine cluster connected to the in-band management network of the ACI fabric. To support these tools,
Precision Time Protocol (PTP) was also enabled in the ACI Fabric.

e (Cisco Network Insights — Advisor (NIA)

e (isco Network Insights = Resources (NIR)

e (Cisco Network Assurance Enaine (NAE)

Solution Summary

The end-to-end design for the active-active data centers in the Cisco HyperFlex Stretched Cluster with Cisco ACI
Multi-Pod Fabric solution is shown in Error! Reference source not found..

Figure 1 High-Level Design
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Outside Networks and Services

As stated earlier, the active-active data centers in the solution uses a HyperFlex stretched cluster to extend the
hyperconverged infrastructure across two data centers. The two data centers can be in the same site such as
different buildings in a campus location or in different geographical locations. In this design, the two data centers
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are assumed to be in different geographical sites, separated by a distance of 75km as shown in the above figure.
Cisco ACI Multi-Pod fabric provides the network fabric in each site and the connectivity between them using an
Inter-Pod Network (IPN). The ACI fabric provides both layer 2 extension and layer 3 connectivity between sites
that enable seamless workload placement and mobility between data centers. The fabric in each site is referred to
as a Pod in the ACI Multi-Pod architecture, where each Pod is deployed as a standard Spine-Leaf architecture.
The fabric is managed using a 3-node APIC cluster with two APICs in the first site and a third APIC in the second
site. The physical connectivity is based on 40GbE within the Pod, and 10GbE or 40GbE to connect to IPN, outside
networks and access layer devices (APICs, UCS Fabric Interconnects). A highly-resilient design is used within
each Pod to ensure availability to networks and services in the event of a failure.

Each Pod also has a dedicated Layer 3 connection to outside networks to enable direct access from each data
center location. As a result, a failure in the remote Pod or an IPN failure will not impact the local Pod’s reachability
to/from external networks (for example, Internet or cloud) or internal networks (for example, non-AClI
infrastructure or a campus network) outside the ACI fabric. The Layer 3 outside connection can be used to access
services hosted outside the fabric or it can be used to host services within the ACI fabric that users outside the
fabric access. In this design, all endpoints connected to the ACI fabric will share the same Layer 3 connection(s).
ACI refers to this type of connection as a Shared L30ut. Shared L30ut connections are typically defined in the
ACI system-defined common Tenant but it can also be in a user-defined tenant. Alternatively, a dedicated L30ut
can also be defined for each tenant. In this design, two Shared L30ut connections are defined in the common
Tenant - one for each Pod. The leaf switches that connect to outside networks are referred to as Border Leaf
switches in the ACI architecture. A routing protocol (or static routes) is enabled on the border leaf switches and on
external gateways outside the fabric to exchange routing information between ACI and outside networks. In this
design, OSPF is used as the routing protocol and the border leaf switches in ACI connect to Nexus 7000 series
gateways in the outside network.

The solution uses ACI multi-tenancy to provide isolate and manage the connectivity requirements. In addition to
the system-defined common Tenant, the design uses the following user-defined ACI tenants to provide
connectivity to HyperFlex clusters and to the workloads hosted on the clusters. Enterprises can define as many
tenants as needed to meet the needs of their environment. The two user-defined tenants in this design are:

e HXV-Foundation: This tenant provides infrastructure connectivity between nodes in a HyperFlex cluster. The
connectivity provided by this tenant is critical to the health and operation of the HyperFlex clusters. In this
design, the infrastructure connectivity for all HyperFlex clusters in the active-active data center is enabled
using this tenant.

o HXV-App-A: This tenant provides connectivity to applications, services and any other workload hosted on
the HyperFlex clusters.

The solution uses two types of HyperFlex clusters - a HyperFlex standard cluster for Management (optional) and a
HyperFlex stretched cluster for Applications. Both clusters connect to the ACI fabric through Cisco UCS Fabric
Interconnects which in turn connects to leaf switches in the ACI fabric. Though a pair of Cisco UCS Fabric
Interconnects can support several HyperFlex clusters, the HyperFlex clusters in this design connect using
dedicated pairs of Fabric Interconnects and ACI leaf switches, one for each cluster. The HyperFlex stretch cluster
that spans two data center locations use two pairs of Cisco UCS Fabric Interconnects and ACI leaf switches, one
in each site, to connect to the ACI fabric.

For higher bandwidth and resiliency, each Fabric Interconnect pair(s) use multiple 10GbE or 40GbE links in a Port-
channel (PC) configuration to connect to the upstream ACI leaf switches. In this design, the optional HyperFlex
Management cluster use 10GbE links and the HyperFlex Applications cluster use 40GbE links for connecting to the
ACI fabric. The downstream connectivity from Fabric Interconnects to HyperFlex nodes in the Management cluster
and Applications cluster also use 10GbE and 40GbE links respectively.
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ACI manages the virtual networking on both HyperFlex clusters by integrating with VMware vCenter that manages
the clusters. Cisco APIC deploys a distributed virtual switch and creates port-groups as necessary to manage the
virtual networking. In this release of the solution, an APIC-controlled VMware vDS is used in both the Management
and Applications clusters.

The HyperFlex and Cisco UCS infrastructure in the solution are also managed from the cloud using Cisco
Intersight. Cisco Intersight offers centralized management of virtualized infrastructure in any location with
capabilities such as integration with Cisco TAC, proactive monitoring and analytics, integration with Cisco Hardware
Compatibility List (HCL) for compliance checks, and so on.

The solution was validated in Cisco Labs using the component models shown in Table 1 . Other models are
supported, provided the software and hardware combinations are supported per Cisco and VMware’s hardware
compatibility lists. See Solution Validation section of this document for additional details on the testing.

Table 1 Solution Components

HyperFlex with ACI ‘ Component | Notes

Cisco APIC M2 Server x 2 Cisco APIC M2 Server x 1 APIC Cluster (3-node)

Cisco Nexus 9364C x 2 Cisco Nexus 9364Cx 2 ‘ Spine Switches
S CiscoN 93180YC-EX x 2
sco Nexus -EX x . 7
(Cisco ACI MultiPod Fabric) Cisco Nexus 99180VC-EX x 2 Leaf Switches — To Cisco UCS Domains
Cisco Nexus 93180YC-FX x 2 (MGMT) -
Cisco Nexus 9372PX x 2 Cisco Nexus 9372PX x 2 ‘ Leaf Switches — Shared L30ut
Cisco Nexus 93180YC-EX x 2 Cisco Nexus 93180YC-EX x 2 IPN Routers
Cisco HX220C-M4S x 4 - - B "
{ Management Cluster (Optional
Hyperconverged Infrastructure Cisco UCS 6248 Fl x 2 = ‘ (4-node HyperFlex Standard Cluster)
(Cisco HyperFlex Clusters) o
Cisco HX220C-M5SX x 4 HX220C-M55X x 4 ‘ Application Cluster
(4+4 HyperFlex Stretch Cluster)
Cisco UCS 6332 UP FI x 2 Cisco UCS 6332 UP FIx 2 ‘
VMware vSphere 6.7 U3 P01 VMware vSphere 6.7 U3 P01 ‘ Hypervisor
Virtualization Layer
vCenter Server Appliance 6.7 U3f = ‘ VCSA for Application Cluster and Management Cluster
Virtual Switches — VMware vDS used in Management
. V'\fware vDs = VMware vDS B Cluster and Application Cluster; Cisco AVE can also be used
Cisco Intersight, Cisco UCS Manager, Cisco HyperFlex Connect,
Management & Monitoring Cisco NAE, Cisco NIR, Cisco NIA

VMware vCenter Plugins for HyperFlex and Cisco ACI

Security Cisco Umbrella (Cloud-based) using On-premise Virtual Appliances
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Solution Deployment Overview
I ————————————

A high-level summary of the implementation steps for deploying the active-active data center solution is provided
below. Upcoming sections will provide the detailed procedures for each implementation step.

o Deploy ACI fabric in Pod-1 where the first data center will be located. Though this is an ACI Multi-Pod
fabric, the configuration at this stage is the same as that of a single-site ACI fabric.

e Enable connectivity from ACI fabric in Pod-1 to outside networks. These are networks outside the ACI
fabric, either internal or external to the Enterprise. In this design, this connection provides reachability to
critical functions such as VMware vCenter, HyperFlex Witness and Cisco Intersight.

e Deploy ACI Multi-Pod fabric. This involves enabling the Inter-Pod network and deploying the ACI fabric in
the second data center location or Pod-2. It also includes configuration that enables Layer 2 extension and
Layer 3 forwarding between Pods or data centers.

e Enable connectivity from ACI fabric in Pod-2 to outside networks. As in Pod-1, this connection provides
Pod-2 with reachability to critical functions such as VMware vCenter, HyperFlex Witness and Cisco
Intersight.

e Configure Foundation Tenant to enable infrastructure connectivity for Cisco HyperFlex clusters. The tenant
will provide reachability between nodes in a cluster. These are networks that are required to standup the
cluster such as the HyperFlex in-band management and storage-data networks. This tenant is not used for
applications workloads hosted on the cluster, but it is used by management and other infrastructure VMs
such as the HyperFlex Installer virtual machine used for deploying the HyperFlex stretch cluster.

e Enable access-layer connectivity from the ACI fabric in each Pod to Cisco UCS domains that connect to
Cisco HyperFlex clusters. This includes connectivity to the UCS domains in Pod-1 for the optional
Management cluster, and in Pod-1 and Pod-2 for the HyperFlex stretch cluster.

e Setup Cisco UCS domain for deploying Cisco HyperFlex clusters. Three UCS domains are used in this
design - two for the HyperFlex stretch cluster and one for the optional Management cluster.

e Deploy and setup the HyperFlex Management Cluster (optional). This is a HyperFlex standard cluster in
Pod-1 and it is deployed from the cloud using Cisco Intersight in this solution. It can also be deployed using
an on-premise HyperFlex Installer VM.

o Deploy and setup the HyperFlex Applications Cluster. This is a HyperFlex stretch cluster extended across
Pod-1 and Pod-2. It is deployed using the HyperFlex Installer VM hosted on the Management cluster The
cluster is also enabled for Cisco Intersight management.

e On-board multi-tier applications. A separate application tenant is defined in the ACI fabric to meet the
connectivity needs of the applications. Virtual networking for these workloads is automatically deployed by
the APIC through integration with VMware vCenter.

‘ﬁ For this CVD, the solution setup from an earlier release of this CVD was updated to the versions and
configurations needed for this release. For this reason, any initial deployment screenshots in this docu-
ment are from the earlier CVD release - all other screenshots are from this release. The solution was
then validated to verify the end-to-end functionality and tested for various failure scenarios to ensure the
accuracy of the implementation. The deployment guide for the previously-built solution is available here.
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Solution Deployment - ACI Fabric (Single Pod)

This section provides detailed procedures for deploying a new Cisco ACI fabric. This fabric will serve as the first
Pod or site (Pod 1 or Site A in Error! Reference source not found.) in the ACI Multi-Pod fabric. The fabric will
provide network connectivity for Cisco UCS domains and Cisco HyperFlex clusters that connect to it. In this
solution, half the nodes in the stretched cluster and all nodes in the optional Management cluster will connect to
Pod-1.

‘ﬁ' The procedures in this section are the same as that for deploying a single-site ACI fabric.

Deployment Overview

A high-level overview of the steps involved in deploying a single-site ACI fabric is summarized below:

Physical Connectivity

Complete the physical cabling required to bring up an ACI fabric in Pod-1. An ACI fabric should have a
minimum of two Spine switches, two Leaf switches, and a 3-node APIC cluster. In this design, a pair of
spine switches and three pairs of leaf switches are deployed in Pod-1. In this section, only the leaf switches
that the APICs connect to are deployed in Pod-1. The other leaf switch pairs will be deployed at a later
time. Each APIC is dual-homed to a leaf switch pair to provide both switch and link-level redundancy. For
APIC high-availability, a 3-node APIC cluster is used with nodes distributed across different Pods in the ACI
Multi-Pod fabric. In this design, two APICs are deployed in Pod-1 and one in Pod-2. Pod-2 APIC will be
deployed and added to the cluster later in the deployment - in the Deploy APIC(s) in Pod-2 section.

Complete all out-of-band and in-band management connectivity for Pod-1. The solution uses out-of-band
management to access all switches. In this CVD release, in-band management access is also added,
primarily to support Cisco Network Insights tools hosted on a dedicated Cisco Application Services Engine
cluster.

Initial setup of the APICs requires access to the keyboard, video, and mouse (KVM) console through the
Cisco Integrated Management Controller (CIMC) port on the APIC. Enable CIMC connectivity to APICs in
Pod-1.

Initial Setup of APIC(s) in Pod-1

Complete the initial setup of the APICs in Pod-1. In Cisco ACI, all configuration is centralized and managed from
the APIC - the spine and leaf switches in the fabric are not individually configured. APIC uses Link Layer Discovery
Protocol (LLDP) to discover ACI capable Nexus 9000 series switches in the infrastructure (and other APICs) in the
fabric. The newly discovered switches are then added, provisioned, and managed from the APIC web GUI. The
initial setup establishes key parameters for the fabric such as Fabric ID, Pod ID, and address pools.

Deploy Spine and Leaf switches in Pod-1

Add spine and leaf switches in Pod-1 to the ACI fabric. APICs discover the switches in the fabric through LLDP.
APICs can now add the switches to the fabric and manage them. In this step, only the APIC leaf switches are
added to the fabric though the physical connectivity is in place for all
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Configure Global Policies

Configure fabric-level policies such as Timezone and DNS policies.

Configure Pod Policies for Pod-1

Configure pod-level policies such as NTP, BGP Route Reflector function, Fabric Profiles and Access Palicies for
Pod-1.

Enable/Review ACI Fabric Settings

Review or enable settings that impact the flow of traffic between endpoints. These policies apply to all endpoints in
the ACI Multi-Pod fabric.

Pre-configure Access Layer Policies

Configure common policies for access layer connection to endpoints, gateways or other devices that connect to
the fabric. These policies can be re-used across all access layer connections in the ACI Multi-Pod fabric.

Physical Connectivity

Complete the physical cabling necessary to bring up an ACI Fabric in Pod-1 as shown in Figure 2. Out-of-Band
(OOB) management and In-Band management connectivity for all devices and CIMC management for the APICs
should also be completed - not shown in the figure.

Figure 2  Pod-1 - Physical Connectivity Details

| steA | Pod 1

Cisco Nexus 9000 Series Spine Switches

Cisco Nexus 9000 Series Loaf Switches

ACI Leaf Node 102
P

Cisco APIC Cluster

Initial Setup of APIC(s) in Pod-1

Follow the procedures outlined in this section to do an initial setup of the APIC(s) in Pod-1.
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ﬂ The screenshots in this section are from a previous release of this CVD. For this CVD, the previous
testbed environment was upgraded and re-configured. Therefore, any screenshots showing the initial
setup of the APIC cluster are based on a previous release of this CVD.

Prerequisites

KVM Console access is necessary to do an initial setup and configuration of new APIC(s). KVM access is available
through CIMC and therefore access to the CIMC Management interface on each APIC is required. The following
CIMC information is also needed:

e CIMC Management IP Address for the APIC(s) being setup

e CIMC log in credentials for the APIC(s) being setup

Setup Information

The parameters required for the initial setup of the APICs in Pod-1 are shown in Table 2 .

Table 2 Setup Parameters for APICs in Pod-1

Fabric Name ACI Fabric West ACI Fabricl
Fabric ID 2 Range: (1-128}) 1

; Range: (1-9)
Number of Active Controllers 3 Minimum # of controllers recommended: 3 3
POD ID 1 Range: (1-254) 1
Standby Controller ? NC NO
APIC-X ? NO NO

1 Range: (1-3)
ankraller (s} 2 APIC with ID=1is the 1st controller in the cluster 1
AAl1-APIC-M2-WEST-1 apicl

Controller Name(s) AR11—ADPTC-MI—WEST-2

APIC TEP Pool is different from the TEP Pool used by

TEP Address Pool 10.13.0.0/16 switches; Same pool is used by all APICs in a fabric, 10.0.0.0/16
including APICs in Pod-2

Infrastructure VLAN ID 4093 Range: (1-4094) 4093

BD Multicast Address (GIPO) 226.0.0.0/15 e I ACCCE S RO, 225.0.0.0/15

Remaining controllers will use this

172.26.163.121/24 =

OOB Management |P Addresses 172.26.163.122/24

OOB Management Gateway 172.26.163.254 -
OOB Management Speed/Duplex auto -
Admin User Password rh kA kRk Ak Password is configured during first APIC setup in Pod-1; _

Remaining controllers and switches will syne to this

‘& TEP Address Pool specified above are specifically for the APICs and include the APICs in Pod-2. This
pool is also used by the ACI fabric switches in Pod-1. The Pod-2 fabric switches use a different TEP
pool though the APIC in Pod-2 will still use the above pool.

Deployment Steps

To do an initial setup of the new APICs in Pod-1, follow these steps:

1. Use a browser to navigate to the CIMC IP address of the new APIC. Log in using admin account.

2. From the top menu, click Launch KVM. Select HTML based KVM from the drop-down list.

18
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3. When the KVM Application launches, the initial APIC setup screen should be visible. Press any key to start the
Setup Utility.

# If the APIC was previously configured, reset to factory defaults, and wipe it clean before proceeding.

admin@172.26.163.243 - C220-FCH

Device Virtual Media Help

Press any key to continue...

Starting Setup Utility
hmod: cannot access "/firmware/insieme installer.log*’: No such file or directo

etup utility will guide you through the basic configuration of
tem. Setup configures only enough connectivity for management

*Note: setup is mainly used for configuring the system initially,
shen no configuration is present. So setup aluays assumes systen
jefaults and not the current system configuration values.

at anytime to assume the default values. Use ctrl-d

to restart from the beginning.

sl Cisco Integrated Management Controller admin@172 26 163 243 - C220-FCH2219VOHE

Virtual Media Help

Press Enter at anytime to assume the default values.
at anytime to restart from the beginning.

Cluster configuration
Enter the fabric name [ACI Fabricll: ACI Fabric Hest
Enter the fabric ID (1-128) [1]1: 2
Enter the number active controllers in the fabric (1-9) [3]:
Enter the POD ID ( 4) [11:
Is this a stand controller? [NO1:
Is this an APIC ? [NO1:
Enter the controller ID (1 £1]:
Enter the controller name [apicll: AA11-APIC-M2-HEST-1
Enter address pool for TEP addresses [10.0.0.0/16]1: 10.13.0.0/16
Note: The infra ULAN ID should not be used els here in your environment
and should not overlap with any other re ved ULANs on other platforms.
Enter the VULAN ID for infra netuwork (1-4094): 40
Enter address pool for BD multicast addresses (GIP0O) [225.0.0.8/15]1:
/15

Jut-of-band management configuration
Enable IPv6 for Out of Band Mgmnt Interface? [N]l:
Enter the IPv4 address [192.168.10.1/241: 17 26.163.121/
Enter the IPv4 address of the default gateway [Nonel: 1
Enter the interface speed/duplex mode [autol:

admin user configuration
Enable strong passwords? [Y]1:
Enter the password for admin:

5. Press Enter after the last question (password for admin).
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admin@172.26 C220-FCH2219V0HE X3

File View Macros Tools Power Boot Device Virtual Media Help

Fabric name: ACI Fabric Hest

Fabric ID:

Number of « trollers: 3

Controller name: AA11-APIC-M2-H

POD ID: 1

Controller ID: 1

TEP address pool: 10.13.0.0/16

Infra VULAN ID: 4093

Multicas address pool: 226.0.0.0/15

Jut-of-band management
Management IP addx
Default ga ay:
Interface speed/dupl mode: auto

admin user configuration
Strong P

I'he above configuration will be applied
arning: TE addre pool, Infra VULAN ID and Multicast address pool
be changed later, these are permanent until the

fabric is wiped.

Jould vyou like to edit the configuration? (y¥/n) [nl:

6. Review the configured information. Click y if necessary to go back and make changes, otherwise press Enter
to accept the configuration.

7. Repeat steps 1-6 for the next APIC in Pod-1.

File WView Macros Tools Power Boot Device Virual Media Help 1

8. Review the configured information. Click y if necessary to go back and make changes, otherwise press Enter
to accept the configuration.
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& The third APIC in Pod-2 will be setup at a later time, after Inter-Pod connectivity is established be-
tween Pods.

The APICs can now be used to configure and manage the ACI fabric by navigating to the Management IP address
of any APIC in the cluster. The configuration done from one APIC will be synced to other APICs in the cluster,
ensuring a consistent view of the fabric.

Deploy Spine and Leaf Switches in Pod-1

Once an APIC is up and running in Pod-1, it will discover connected spine and leaf switches in Pod-1 through
LLDP. Follow the procedures outlined in this section to setup and deploy spine and leaf switches in Pod-1. The
leaf switches that connect to Cisco UCS domains are added later.

‘ﬁ All screenshots in this section are from a previous release of this CVD. The previous testbed environment
was upgraded and re-configured for this CVD. Therefore, any screenshots showing the initial install and
setup of the fabric is from the prior CVD release.

Setup Information

The setup information for deploying Spine and Leaf switches in Pod-1 are shown in the tables below.

Table 3 Setup Information - Leaf Switches
Pod 1

L (o]o]:} (0]0):]
: General Node ID Node Names 0OOB Gatewa
E Management EPG Management [P Y
£ Pod ID:
% 101 AA11-9372PX-WEST-1 default 172.26.163.101/24 172.26.163.254
.g Role: Leaf
(7]
'E: Rack Name 102 AA11-9372PX-WEST-2 default 172.26.163.102/24 172.26.163.254

(Optional): AA11

Pod 1

§ General Node ID Node Names f In-Rand In:Band

2 Management EPG Management [P Gateway

= Pod ID:

_g 101 AA11-9372PX-WEST-1 In-Band EPG 10.26.163.101/24 10.26.163.254
= Role: Leaf

3

"g Rack Name 102 AA11-9372PX-WEST-2 In-Band EPG 10.26.163.102/24 10.26.163.254

(Optional): AA11
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Table 4 Setup Information - Spine Switches

00B (0]0]:]

Sl RadslD Management EPG Management IP

Node Names

Pod ID: 1

AA11-9364C-WEST-1 default

Role: Spine

Rack Name
(Optional): 2211

r
B
a
=
"
]
£
£
&
@
=
a
wy

AA11-9364C-WEST-2 default

- In-Band In-Band

-'g General Node ID Node Names

2 Management EPG Management IP

=1

E RodiiDIE 111 AA11-9364C-WEST-1 In-Band EPG 10.26.163.111/24
o

-E Role: Spine

w

.E Rack Name 112 AA11-9364C-WEST-2 In-Band EPG 10.26.163.112/24
Wy

(Optional): 2811

OOB Gateway

172.26.163.111/24 172.26.163.254

172.26.163.112/24 172.26.163.254

In-Band
Gateway

10.26.163.254

10.26.163.254

Add Leaf Switches to the ACI Fabric

To add the discovered Leaf and Spine switches in Pod-1 to the ACI Fabric, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.
2. From the top menu, select Fabric > Inventory.

3. From the left navigation pane, navigate to Fabric Membership.

4

In the right navigation pane, go to the Nodes Pending Registration tab.

dsco APIC

Systern  Tenants Fak:

Wirtual Networking L4-L7 Services  Admin Operations Apps

Irventery | Fabeic Policie

Inventory
» P Quick Start

@ = © | Fabric Membership

PRagisterad Nodes Modes Panding

- Q QO O ©

0

Nodas L Fabric Nodes

& Topology
> @ pod
B Pod Fabric Setup Policy
I [ Fabric Membership 0 0
B Duplicats IP Usage
[ Disabled Interfaces and Decommissioned Switches

0

Unsuppaorted Undiscovered Unknown

Serial Number Pod ID = Mode ID RL TEP Name Rale
Poal

Supported  SS5L Status

Certificate

SALT9400AMX 1 (] a leaf

nfa

5. The newly discovered Leaf Switches will be listed with a Node ID of ‘0’. You should see at least one of the
Leaf switches - the APIC is dual-homed to a pair of Leaf switches. Note that the switch’s Role is leaf.

6. Use the serial numbers to identify the new Leaf switch. Collect the setup information for this switch.

7. In the right windowpane, select the switch. Right-click and select Register.

8. In the Register pop-up window, specify the Pod ID (for example, 1), Node Id (for example, 101), Node Name

for example, AA11-9372PX-WEST-1) and Rack Name (for example, AA11).

9. Click Register.
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10. Switch to the Registered Nodes tab. The newly configured leaf switch should show up as Active after a few
minutes.

dsie’ APIC e @ T O O

System Tenants Fabric irmal Metwaorking L4-L7 Services Admin DOperations Apps

Inverttary | Fobric Policies

Inventory 0 3 © | Fabric Membership o0
> CF Quick Start Registernd Nodss Modes Pending [ Nodas Fabric Nodes
& Topalogy —_—
> B Pod 1
[ Pod Fabric Salup Palicy
I Bl Fabvic Mambarehip "I 0 Decommissnneg O B 0 Berommesonsd 0 - 0 Dacommissioend 0
8 0 Mamemanza 8 0 Mainlananse B 0 Maistanance
[ Duplicats [P Usags Leals 1 Ache Vil Leals @ 0 Actve Spines ® 0acthn Virtusl Spines
S Disabiled interfaces end Decommissioned Swiches RS = it = 0 bactiv
[<] L]
g L %,
Serial Humber Mesdel Pad I « Mode ID Hame Rale " Stotus
SALISL00AAK MOK-CIITIAX 1 101 AA11-8372PK-WEST-1 teaf 10.13.64.64/32 Acthe

11. In the right navigation pane, go to the Nodes Pending Registration tab.
12. Select the second (-2) Leaf switch using the serial number. Right-click and select Register.

13. In the Register pop-up window, specify the Pod ID (for example, 1), Node Id (for example, 102), Node Name
for example, AA11-9372PX-WEST-2) and Rack Name (for example, AA11).

Useo’ APIC i @ QO O

System  Tenants Fabric Virtual Networking L4=-L7 Services Admin Operations. Apps.

Inventory | Fabric Policies

Inventory @ @ © | Fabric Membership (=2
> P Quick Start Registered Nodes Nodas Pending R i Nodes L Fabric Nodes
@ ropoiony
© roa1
[ Pod Fabric Setup Policy

I 5 Fabric Membership 0 0 O

[ Duplicats IP Usage

Unsupported Undiscovered Unknown
[ Disabled Interfaces and Decommissioned Switches
o+ % |
- Serial Number Pod ID Node D RL TEF Pool  Name Role Supparted SEL
Model Certificate
I SAL19400AEG 1 0 o leaf YEE nfa |
Register <]
Serial Number: SAL19400AEG

Pod ID: |1 'ZC

Hode 0:

RL TEP Peck: [0 D

Role: [leaf v

Nods Narne: [AA11-8372PX-WEST-2 |

Rack Narme: |M1 1 (site:fabric, bulding-default, ﬂlvl fi]

Registar

14. Click Register.
15. You should now see the Leaf switches under the Registered Nodes tab.

16. Repeat steps 1-14 to add additional leaf switch pairs to the fabric.
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Upgrade Firmware on Leaf Switches in Pod-1 (Optional)

To upgrade the firmware on leaf switches in Pod-1, follow these steps:

1.

2
3.
4

Use a browser to navigate to the APIC GUI. Log in using admin account.
From the top menu, navigate to Admin > Firmware.
Select the tabs for Infrastructure > Nodes.

Check the Current Firmware version column for the newly deployed Leaf switches to verify they are at the
desired version and that it is compatible with the APIC version running.

If an upgrade is not required, proceed to the next section but if an upgrade is required, use the product
documentation to upgrade the switches.

Add Spine Switches to the ACI Fabric

ﬁ The screenshots in this section are from a previous release of the CVD available here.

To add spine switches to the ACI fabric, follow these steps:

1.

O L S

Use a browser to navigate to the APIC GUI. Log in using admin account.

From the top menu, select Fabric > Inventory.

From the left navigation pane, navigate to Fabric Membership.

In the right navigation pane, go to the Nodes Pending Registration tab.

The newly discovered spine switches will be listed with a Node 1D of ‘0’, with Role as spine.
Use the serial numbers to identify the spine switch pair. Collect the information for each switch.

Select the first (-1) spine switch using the serial number. Right-click and select Register.

.::Ills‘clll;l APIC admin e @ @ e

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory @ & © | Fabric Membership e 0
> C» Quick Start Regstered Nodes Nodes Pending Regi L Nodes L Fabric Nodes
@ Topciony =
> ® poan
|8 Pod Fabric Setup Policy
I [ Fabric Membership 0 0 O
& Duplicate 1P Usage
B B iitocss s Decasasnied Sandi_ Unsupparted Undiscavered Unknawn
0 i %,
& Serial Number Pod ID Node ID RL TEP Name Role Supperted  SSL Status
Pool Model Certificate
I FDO22240VHM 1 0 0 spine yes nla
FDO22240VJ8 1 0 0 spine

Inventory | Fabric Policies |  Access Policies

Register
yes nfa
& Names

Ediit N

Ramove From Controlle

8.

In the Register pop-up window, specify the Pod ID (for example, 1), Node Id (for example, 111), Node Name
(for example, AA11-9364C-WEST-1) and Rack Name (for example, aAa11).
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dses APIC e @ VD O O

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabri

Inventory Fabric Membership @0
> CF Quick Start Registerec Nodes  Nodes Pending Registrat Unreachable Nodes U Fabric Nodes
B Topalogy
> @ pod1
= Pod Fabric Setup Policy
I B Febric Membership O 0 O
B Duplicate IF Usage r
Ung H Unknawn
B Disabled Interfaces and Decommissionsd Switch... Register (]
Serial Number: FDO22240VHM
Pod ID: [1 =)
_ > [ o & %
~ Sarial Number Nede ID: |11 = Role Supportad  SSL Status
r Model Certificate
| RLTEPPocl: |0 =
I FDO22240VHM spine yes nfa
Role: | spine |
FDO222400J8 spine yes nfa

Node Nome: |AA11-9364C-WEST-1 |

Rack Mame: [AAT1 (siteifabric, huilcﬁng:defaj‘,ﬂlvl il

9. Click Register.
10. Select the second (-2) spine switch using the serial number. Right-click and select Register.

11. In the Register pop-up window, specify the Pod ID (for example, 1), Node Id (for example, 112), Node Name
(for example, AA11-9364C-WEST-2) and Rack Name (for example, AA11).

it APIC «n @ VD O O

System  Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabee Policies

Inventory ® & © | Fabric Membership e @
> Cr Quick Start Registered Nodes  Nodes Pending Registrats L Nodes ged Fabric Nodes
@ Topology
> @ poa1
& Pod Fabric Setup Policy
] & Fabric Membership | 0 0 0
B Duplicate IP Usage
e Unsupportad Undiscoverad Unknown
o L .
"+ Serial Number PodiD NodeID  RLTEP Name Role Supported  SSL Status
Pool Model Certificete
Irwzmw.ls 1 0 0 spine yes wa
Register [>]

Serlal Number: FDO222400I8

:

Node ID: (112

RL TEP Foal:

§

E!!!

Node Name: [AA11-8364C-WEST-2 |

Rack Name: [AA11 (site-fabric, buiding:default, fi[ | (@
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12. Click Register.

13. Repeat steps 1-12 to add additional spine switch pairs to the fabric.

Verify Spine and Leaf Switches are Added to the ACI Fabric

To verify that the spine and leaf switches have been added to the ACI fabric, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.

From the top menu, select Fabric > Inventory.

2
3. From the left navigation pane, navigate to Fabric Membership.
4

In the right navigation pane, go to the Registered Nodes tab.

& APC

o @ QO O
System  Tenants Fabric Virtual Networking L4-L7 Services  Admin Operations Apps
Inventory | Fabdc Palicies | Access Policies
Inventory ® = © | Fabric Membership (=X"]
> O Quick Start Regstered Nodes  Nodss Pending Nodes L Fabric Nodes
@ Topotony [
> @ pod —
[ Pod Fabxic Setup Policy
I =Fabtchembershlp 2 ® 0 Docornmissionad O OUWM 2 .me ﬂ
8 0 Maintenance ® 0 Manmenance ® 0 Maintenance
B ouplicate 1P Usage Leafs @ 2 Active Virtual Leals  ® 0Actve Spines ® 2 Active Virtual
[ Disabled Interfaces and Decommissioned Switch._. 0 lnactive 0 lnsctive © O lnactive .
<] [0 [ [>] =
2 %,
Serial Number Model Pod ID « Node ID Name Role [ Status
SAL1S40QAAX NIK-C937.. 1 101 AA11-9372PX-WEST-1 leaf 10.13.64.64/32 Active
SAL1940QAEG NOK-CO37.. 1 102 AA11-0372PX-\WEST-2 leaf 10.13.184.66/32 Active
FDO22240VHM NSK-C936.. 1 m AAT11-9364C-WEST-1 spine 10,13.184.64/32 Active
FDO22240VJ8 NOK-C936.. 1 112 AA11-9364C-WEST-2 spine 10.13.184.65/32 Active

5. All Spine and Leaf switches are configured and added to the fabric. Note that the APIC has allocated IP
addresses from the TEP Pool for Pod-1.

6. From the left navigation pane, select Topology to view the fabric topology after all devices have been added to

the fabric.
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dech APIC e Q@ QO O

System Tenants Fabric Wirtual Networking L4-L7 Services Admin Operations Apps

Inventary | Fabric Policies | Access Policies

Inventory ® 3 © | Pod-1 e0e
» C» Quick Start Summary  Dashboard  Topology  Inteface  Operstional  Stats  Feuits  History
€8 Topaingy
I > @ Pod1 o =
& Pod Fabric Setup Policy 000
= Fabric Membership iy Configuration Zones
) o—_—
= Duplicate IP Usage Hide I” Show
B Disabled Interfaces and Decommissioned Swit...

AAT1-9364C-WEST-1  AA11-8364C-WEST-2
=
AAT1-9372PX-WEST-1 AA11-0372PX-WEST-2
= =
AA11-APIG-M2-... AATI-APIC-M2-...

® €

Upgrade Firmware on Spine Switches in Pod-1 (Optional)

To upgrade the firmware on the spine switches in Pod-1, follow these steps:

1.
2.
3.

From the top menu, navigate to Admin > Firmware.
Select the tabs for Infrastructure > Nodes.

Check the Current Firmware version column for the newly deployed Spine switches to verify they are
compatible with the APIC version running.

If an upgrade is not required, proceed to the next section but if an upgrade is required, use the product
documentation to upgrade the switches.

Configure Out-of-Band and In-Band Management for Switches in Pod-1

To configure Qut-of-Band (OOB) and In-Band Management for Pod-1 Spine and Leaf switches, follow these
steps using the setup information provided in Table 3 and Table 4 :

1.

2
3
4.
5

Use a browser to navigate to the APIC GUI. Log in using admin account.

From the top menu, select Tenants > mgmt.

From the left navigation pane, expand and select mgmt > Node Management Addresses.
In the right windowpane, select the tab for Static Node Management Addresses.

Click the arrow next to the Tools icon and select Create Static Node Management Addresses.

27



Solution Deployment - ACI Fabric (Single Pod)

ek APIC arin ) Q@ @ ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EREReIRe[EETeg | common | wmgmt | HXV-Foundation | HXV-App-A | infra

mgmt
© Node Management Addresses eo
> C» Quick Start
ﬁ Node Management Addresses Static Node Management Addresses
mgmt
o * %~
Addre t
pod-2/node-3 BBO6-APIC... In-Band In-Band... 10.26. rosrza: IULEUL TUs LI
pod-2/node-3 BBO6-APIC. Out-Of- default 172.26.164.1 172.26.164.254
4
pod-2/node-2... BB06-9364... In-Band In-Band... 10.26.164.21...  10.26.164.254
pod-2/node-2... BB06-9364.. Out-Of-.. default 172.26.164.2.. 172.26.164.254

e Profiles

pod-2/node-2... BB06-9364... In-Band In-Band... 10.26.164.21 10.26.164.254

nnd-2innda-2 BRNA-G3RA Ount-Of- Aafault 172 26 164 2 172 26 184 254

6. Inthe Create Static Node Management Addresses pop-up window, specify a Node Range (for example, 101~
102), for Config: select the check-boxes for Out-of-Band Addresses and In-Band Addresses.

7. In the Out-of-Band Addresses section of the window, for the Out-of-Band Management EPG, select default
from the drop-down list.

8. Specify the Out-of-Band Management IPv4 Address for the first node in the specified node range.
9. Specify the Out-of-Band Management IPv4 Gateway.

10. In the In-Band IP Addresses section of the window, for the In-Band Management EPG, select an EPG, for e.g.
In-Band_EPG or select Create In-Band Management EPG from the drop-down list to create a new EPG.

11. Specify the In-Band Management IPv4 Address for the first node in the specified node range.

12. Specify the In-Band Management IPv4 Gateway.
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afre]n
Ccisco

System

APIC

Tenants Fabric

ALL TENANTS | AddTenant | Tena

mgmt

C» Quick Start

ﬁ mgmt

13.
14.
15.
16.

= Application Profiles
[ Networking

= P Address Pools
[ Contracts

[ Policies

= Services

= Node Management EPGs

[ External Management Network Instd

= Node Management Addresses

[ Managed Node Connectivity Group

Click Submit to complete.

Create Static Node Management Addresses

Node Range: | 101

From

= 1102
To

Config: [¥] Out-Of-Band Addresses
In-Band Addresses

Out-Of-Band Addresses

Out-Of-Band Management EPG:

Out-Of-Band IPV4 Address:

Out-Of-Band IPV4 Gateway:

default

172.26.163.101/24

address/mask

172.26.163.254

Out-Of-Band IPV6 Address:

address/mask

Out-Of-Band IPV6 Gateway:

In-Band IP Addresses

In-Band Management EPG:

In-Band IPV4 Address:

In-Band IPV4 Gateway

In-Band_EPG
10.26.163.101/24

address/mask

1110.26.163.254

In-Band IPV6 Address:

address/mask

In-Band IPV6 Gateway:

Click Yes in the Confirm pop-up window to assign the IP address to the range of nodes specified.

Repeat steps 1-14 for the remaining switches in Pod-1.

The switches can now be accessed directly using SSH.

You can deploy contracts to limit access to the Out-of-Band Management network - see the APIC Con-
figuration Guide for more details. Contracts were not deployed in this setup. You may also need to re-
add the APIC Out-of-Band Management IP addresses under Node Management Addresses though it
was configured during the initial setup of the APIC. Node IDs for APICs typically start from ‘1.

Configure Global Policies

Follow the procedures outlined in this section to configure fabric-wide policies.

Configure Time Zone Policy

To configure Time Zone for the ACI fabric, follow these steps:

1.

Use a browser to navigate to APIC’s Web GUI. Log in using the admin account.

2. From the top menu, select System > System Settings.
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3.
4.

In the left navigation pane, expand System Settings and select Date and Time.

In the right windowpane, select Policy tab. For the Time Zone, select the time zone for the deployment from

the drop-down list and verify that Offset State is enabled.

dsce’ APIC

System Tenants

QuickStart | Dashboard

System Settings

5

- X-X-X-

Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

| Controllers | System Settings | Smart Licensing | Faults | ConfigZones | Events | AuditLog | Active Sessions

E Global AES sphrase Encryption ...

E BD Enforcec

H Fabric Security

E Intersight

E BGP Route Reflector
E Control Plane

B coop Group

E Endpoint Controls
E Fabric-Wide Settings
E Load Ba

E Port Tracking

E Precision Time Protocol

stem Global GIPo

E Date and Time

. Click Submit.

@ @ @ Datetime Format - Date and Time 0 o
Policy History
o

Properties

Display Format: local

Time Zone: | America/New_York

Offset State: disabled enabled

Show Usage

Configure DNS Policy

To configure Domain Name Server (DNS) for the ACI fabric, follow these steps:

1.

2
3.
4

Use a browser to navigate to APIC’s Web GUI. Log in using the admin account.
From the top menu, select Fabric > Fabric Policies.
In the left navigation pane, expand and select Policies > Global > DNS Profiles > default.

For the Management EPG, select the default (Out-of-Band) from the drop-down list if the DNS servers are

reachable through the out of band management subnet.

needed.

Use the [+] signs to the right of DNS Providers and DNS Domains to add DNS servers and domains as
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Ul APIC ann @ @ @ ©

System Tenants Fabric Virtual Networkin L4-L7 Services Admin Operations Apps Integrations
Y
Inventory | Fabric Policies | Access Policies
Policies
® @ @ DNS Profile - default O o
C» Quick Start
Policy Faults History
= Pods ——
B Switches O 3 %
I Modules Properties
= Interfaces Name: default
- B Policies Description: |optional
= Pod
» [ Switch Management EPG: default (Out-of-Band) | (3
B Interface DNS Providers: +
- [l Global ~ Address Preferred
i ONS Profiles 192.168.160.55 False
& defour 192.168.160.56 False
E hxv.com
> [ Fabric L2 MTU
Bl Multicast Tree Policy defauit
Bl LLDP Policy default
> [ Monitoring DNS Domains: +
= Troubleshooting ~ Name Default Description

= Geolocation

cisco.com False

Configure Pod Policies for Pod-1

To configure policies specific to a Pod in Pod-1, complete the procedures outlined in this section.

Configure NTP for Pod-1
To configure NTP for Pod-1, follow these steps using the setup information provided below:
e NTP Policy Name: Pod1-West-NTP_Policy
e NTP Server: 172.26.163.254
e Management EPG: default(Out-of-Band)

1. Use a browser to navigate to the APIC GUI. Log in using admin account.
From the top menu, select Fabric > Fabric Policies.
From the left navigation pane, navigate to Policies > Pod > Date and Time.

Right-click and select Create Date and Time Policy.

a s LN

In the Create Date and Time Policy pop-up window, specify a Name for Pod-1's NTP Policy. The
Administrative State should be enabled.
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mm
clsco APIC
System Tenants Fabric Virtual Networking L4-L7 Services

Inventory | [Fabric Policies | Access Policies

Policies @ @ @ Pod - Date and Time
Cb Quick Start

> [l Pods 7
< Name
> [ Switches
5 B Modulss Create Date and Time Policy

> [l Interfaces

G STEP 1 > Identity
N olicies

Admin Operations

Authentication State

~ [ Pod Name: | Pod1-West-NTP_Policy

> [l Date and Time Description: | optional

> [ SNMVP

> [l Management Access Administrative State: (  disabled enabled

B isis Policy default

> [l Switch

> [ Interface Authentication State: disabled enabled

> [l Global
> [ Monitoring

Server State: disabled enabled

> [l Troubleshooting

> [l Geolocation

> [ Macsec
> [ Analytics
B Tenant Quota
> [l Tags

o @ ©

Apps Integrations

Administrative State

1. Identity 2. NTP Servers

6. Click Next.

7. InStep 2 > NTP Servers, add NTP server(s) for Pod-1 using the [+] to the right of the list of servers.

8. In the Create Providers pop-up window, specify the Hostname/IP of the NTP server in the Name field. If
multiple NTP Providers are being created for Pod-1, select the checkbox for Preferred when creating the
preferred provider. For the Management EPG, select default (Out-of-Band) from the drop-down list.
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afra]n ¥ o o
cisco APIC scoin

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Rolicies Pod - Date and Time
C» Quick Start
~ Name Authentication State Administrative State

Create Date and Time Policy (2 1]
STER:2:> NIk Servers i

+

Host Name/IP Address Preferred Minimum Maximum Management EPG
Polling Polling

Create Providers (2 1<)

Name: |172.26.163.254

Description: | optional

Preferred: [/]
Minimum Polling Interval: |4

Maximum Polling Interval: |6

Management EPG: | default (Out-of-Band) @

9. Click OK.
10. Click Finish.

ﬁ NTP policy is not in effect until it is applied using a Pod Profile in an upcoming section.

Update BGP Route Reflector Policy for Pod-1

In an ACI fabric with multiple Spine switches, a pair of spine switches are selected as BGP Route Reflectors (RR)
to redistribute routes from external domains into the fabric. In a Multi-Pod ACI fabric, each Pod has a pair of RR
nodes. The procedures in this section will enable RR functionality on Pod-1 spine switches.

Setup Information
e BGP Route-Reflector Policy Name: default
e Pod-1 Spine Nodes: AA11-9364C-WEST-1, AA11-9364C-WEST-2
Deployment Steps
To enable BGP Route Reflector functionality on spine switches in Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.

2. From the top menu, select System > System Settings.
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3. From the left navigation pane, navigate to BGP Route Reflector.

4. In the right windowpane, select the Policy tab and in the Route Reflector Nodes section, click the [+] on the
right to create route reflector nodes.

5. In the Create Route Reflector Node pop-up window, for the Spine Node, select the node name for the first RR
spine in Pod-1.

.élllsi.:ilt;' Aplc admin d

Admin

Fabric

System Tenants Virtual Networking L4-L7 Services Operations Apps Integrations

QuickStart | Dashboard | Controllers | System Settings | SmartLicensing | Faults | ConfigZones | Events | AuditLog

System Settings @ @ @ BGP Route Reflector Policy - BGP Route Reflector
I Quota

Policy
E APIC Connectivity Preferences —
E System Alias and Banners
E ystem Response Time PI'ODO’T\QS
E Global Endpoints Name: default
Global AES Passphrase Encryption Settings Description: | optional
E BD Enforced Exception List
E Fabric Security Autonomous System Number: | 201 -~
E BGP Route Reflector Route Reflector Nodes:
E Control Plane MTU Pod ID Node ID Node Name Description
B coop crow Create Route Reflector Node 0
E Endpoint Controls .
Spine Node: | AA11-9364C-WEST-1 3

E Fabric-Wide Settings

Description: |Spine-1 in Pod-1|
E Remote Leaf POD Redundan:

E Load Balancer

E Port Tracking

E Precision Time Protocol
E System Global GIPo

E Date and Time

E Intersight

6. Click Submit.
7. Repeat steps 1-6 to add the second RR spine in Pod-1.

8. You should now see two spine switches as Route Reflectors Nodes in Pod-1.

Update Pod Profile to Apply Pod Policies

In ACI, Pod policies (for example, NTP and BGP policies) are applied through a Pod Profile. A Pod Policy Group is
used to first group the policies in each Pod before they are applied using a Pod Profile. Pod-1 and Pod-2 paolicies
are applied using the same Pod Profile. The procedures in this section will apply Pod Policies for Pod-1.

Setup Information

e Pod Policy Group Name for Pod-1: Podl-West PPG
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e Pod Selector Name for Pod-1: Podl-West

e Pod Profile: default

e [DforPod-1: 1

e Pod policy names to be applied: Podl-West-NTP Policy, default
Deployment Steps
To apply Pod policies for Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.

2. From the top menu, select Fabric > Fabric Policies.

3. From the left navigation pane, navigate to Pods > Policy Groups. Right-click and select Create Pod Policy

Group to create a policy group.

4. In the Create Pod Policy Group pop-up window, for Name, specify a Pod Policy Group Name. For the Date
Time Policy, select the previously created NTP policy for Pod-1. Select default for the remaining policies.

dico’ APIC

Admin

L4-L7 Services

Operations

System Tenants Fabric Virtual Networking

Inventory | Fabric Policies | Access Policies

EES GIC€ICN rods - Policy Groups

C» Quick Start
= Pods
-~ Name Date Time ISIS COOP BGP
[ Policy Groups Policy Policy Group Refle
B Prof Policv Polic
ronies
Create Pod Policy Group (2 T

= Switches

[ Modules Name: 'Pod1-West_PPG

B Interfaces Description: |optional
= Policies
B Tags Date Time Policy:  Pod1-West-NTP_Policy
ISIS Policy: |default
COOP Group Policy: ' default
BGP Route Reflector Policy: ' default
Management Access Policy: default

SNMP Policy: |default

- = e G- -l

MACsec Policy: |default

Appg

5. Click Submit.

6. From the left navigation pane, navigate to Pods > Profiles > Pod Profile default .
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In the right windowpane, select the Policy tab and in the Pod Selectors section, click the [+]icon to add a Pod
Selector.

In the newly created row, specify a Name. For Type, select Range. For Blocks, specify the Pod Id for Pod-1.
For Policy Group, select the previously created Policy Group Name for Pod1.

Click Update and then Submit to apply the Pod Policies for Pod-1.

Enable/Review ACI Fabric Settings

Customers should evaluate the ACI fabric settings discussed in this section and apply it only if it is appropriate for
their environment. Some settings are recommended and required, while others are recommended but optional.
The procedures discussed in this section will apply the following fabric settings.

COS Preservation (Fabric Wide)

Enforce Subnet Check (Fabric Wide, Optional)

Limit IP Learning to Subnet (Bridge Domain Level, Optional)

IP Aging (Fabric Wide, Optional)

Endpoint Learning Features

— Endpoint Dataplane Learning (Bridge Domain Level, Enabled by default)
— Layer 2 Unknown Unicast (Bridge Domain Level)

—  Clear Remote MAC Entries (Bridge Domain Level, Optional)

— Unicast Routing (Bridge Domain Level)

—  ARP Flooding (Bridge Domain Level)

— GARP Based Detection for EP Move Detection Mode (Bridge Domain Level)

Jumbo Frames and MTU

Not all features will be available on first generation ACI leaf switches, but they are available on second generation
switches. Models of first and second-generation leaf switches are provided below - see the Cisco Product
documentation for a complete list.

First-generation Cisco ACI leaf switches models: Nexus 9332PQ, Nexus 9372 (PX, PX-E, TX, TX-E),
Nexus 9396 (PX, TX), 93120TX, 93128TX switches

Second-generation Cisco ACI leaf switches models: Nexus 9300-EX and 9300-FX Series, Nexus
9348GC-FXP, Nexus 9336C-FX2, Nexus 93240YC-FX2 switches.

COS Preservation (Fabric Wide Setting)

Class Of Service (COS) Preservation feature in ACI preserves the COS setting in the traffic received from the
endpoints. This feature should be enabled in all HyperFlex deployments to preserve the COS end-to-end across
an ACI fabric, including an ACI Multi-Pod fabric. This policy has fabric-wide impact.

To enable COS Preservation, follow these steps:

1.

Use a browser to navigate to APIC’s Web GUI. Log in using the admin account.
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1. From the top menu, select Fabric > Access Policies.
2. In the left navigation pane, select and expand Policies > Policies > Global.

3. In the right window plane, select the QOS Class tab. For Preserve QOS, enable the checkbox for Dot1p
Preserve is selected.

e APIC «mn ) @ © ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Paolicies
@ @ @ Global % o
C» Quick Start
Attachable Access Entity Profiles QOS Class DHCP Relay
> [ Switches
B Modules @ ==
> [l Interfaces Properties
« [ Policies Preserve COS: [¥] Dot1p Preserve
> [ Switch
I Interface
= Global ) L . i i
~ Name Admin Priority No- MTU Minimun Congest Congest Queue Queue Scheduling Bandwic
> [ Monitoring State Flow Drop- Buffers Algorithi Notificat Control Limit Algorithm allocatet
Control Cos (bytes) (in %)
> [ Troubleshooting Admin
> [ Pools State
. B Physical and External Domains Levell Enabled true cos b 9216 0 No Dr... Disabl... Dyna.. 1522 Weighted round r... 25
Level2 Enabled false 9216 0 Tail Dr... Disabl.. Dyna. 1522 Weighted round r... 25
Level3.. Enabled false 9216 0 Tail Dr... Disabl.. Dyna.. 1527, Weighted round r... 20
Level4 Enabled false 9216 0 Tail Dr... Disabl.. Dyna.. 1522 Weighted roundr... 6
Level5 Enabled false 9216 0 Tail Dr... Disabl.. Dyna.. 1522 Weighted roundr... 6
Levels Enabled false 9216 0 Tail Dr... Disabl... Dyna... 1522 Weighted round r... 6

4. Click Submit and then Submit Changes in the pop-up window.

Enforce Subnet Check for Endpoint Learning (Fabric Wide Setting)

This feature limits both local and remote IP endpoint learning in a VRF to only those addresses that belong to one
of the bridge domain subnets defined for that VRF. This a fabric wide policy that impacts data plane learning on all
VRFs. Note that for local learning, the source IP address must also be in the same bridge domain subnet but for
remote learning, the source IP just needs to match one of the bridge domain subnets for the VRF.

For subnets outside the VRF, enabling this feature will prevent all (mac, IP) address learning for local endpoints,
and IP addresses for remote endpoints. This feature provides a better check than the Limit IP Learning to Subnet
feature discussed in the next section, which only applies to IP addresses but not for MAC addresses. Also, it does
the check only for local endpoint learning and not for remote endpoints. However the Limit IP Learning to Subnet
feature is more granular in scope as it does the subnet-check on a per bridge domain basis while the Enforce
Subnet Check does a check against all subnets at the VRF level and is enabled/disabled at the fabric level so it

applies to all VRFs in the fabric. Limiting endpoint learning will reduce ACI fabric resource usage and therefore it is
recommended but optional. This feature is disabled by default.

Some guidelines regarding this feature are provided below:
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e This feature is available only on second-generation leaf switches. In a mixed environment with first and
second-generation leaf switches, the first-generation switches will ignore this feature.

e Enabling this feature will enable it fabric-wide, across all VRFs though the subnet-check is for the subnets in

the VRF.

e Available in APIC Releases 2.2(2q) and higher 2.2 releases and in 3.0(2h) and higher. It is not available in
2.3 or 3.0(1x) releases.

e The feature can be enabled/disabled under Fabric > Access Policies > Global Policies > Fabric Wide Setting

Policy in earlier releases.
To enable the Enforce Subnet Check feature, follow these steps:

1. Use a browser to navigate to APIC’s Web GUI. Log in using the admin account.
From the top menu, select System > System Settings.

In the left navigation pane, select Fabric-Wide Settings.

N

In the right windowpane, enable check box for Enforce Subnet Check.

tees APIC anin @) Q@ @ ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

QuickStart | Dashboard | Controllers | System Settings | Smart Licensing | Faults | ConfigZones | Events | AuditLog | Active Sessions

System Settings : : 5 :
y SH@ICION  ravric-Wide Settings Policy 00
= Quota
E APIC Connectivity Preferences Policy History
E System Alias and Banners O
E System Response Time P!‘ODO"D-"S
E Global Endpoints Disable Remote EP Learning: D To disable remote endpoint learning in VRFs containing external bridged/routed domains
E Global AES Passphrase Encryptic Enforce Subnet Check: To disable IP address learning on the outside of subnets configured in a VRF, for all VRFs

S Enforce EPG VLAN Validation: /alidation che t prevents overlapping VI 0ols from being associated to an EP!
E BD Enforced Exception List D Validation check that prevents overlapping VLAN pools from being associated to an EPG

. : Enforce Domain Validation: [:] Validation check if a static path is added but no domain is associated to an EPG
E Fabric Security .
Enable Remote Leaf Direct Traffic [ Enable R et U, . Wb B - - ed

. a te Leaf d nmunication with routab ity between Remote Leafs and Fabric, once enable

E BGP Route Reflector Forwarding: nable Remote Leaf direct communication with routable IP connectivity between Remote Leafs and Fabric, once enabled

E Control Plane MTU Opflex Client Authentication: To enforce Opflex client certificate authentication for GOLF and Linux

E COOP Group Reallocate Gipo: D Reallocate some non-stretched BD gipos to make room for stretched BDs
arou|

E Endpoint Controls

B Fabric-wide Settings

E Remote Leaf POD Redundancy P

5. Click Submit.

Limit IP Learning to Subnet (Bridge-domain, Optional)

This is a bridge-domain level setting. It is superseded by the Enforced Subnet Check feature in the previous

section. This feature changes the default endpoint “IP” address learning behavior of the ACI fabric. Enabling this
feature will disable IP address learning on subnets that are not part of the bridge domain subnets and only learn if
the source IP address belongs to one of the configured subnets for that bridge domain. A bridge domain can have
multiple IP subnets and enabling this feature will limit the IP address learning to the bridge-domain subnets but will
not learn addresses for subnets outside the bridge-domain. This feature will also reduce ACI fabric resource
usage and therefore it is recommended but optional.
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This feature is available as of APIC release 1.1(1j) and enabled by default as of APIC releases 2.3(1e) and 3.0(1k).
This feature can be enabled for HyperFlex deployments as shown in the figure below.

Figure 3  Cisco ACI Fabric Settings: Limit IP Learning to Subnet
S APIC = @ Q@ @ ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

QuickStart | Dashboard | Controllers | System Settings | Smart Licensing | Faults | ConfigZones | Events | AuditLog | Active Sessions

System Settings : : ; ;
Y 9 @@ @ Fabric-Wide Settings Policy 0 o
= Quota
5 Policy History
E APIC Connectivity Preferences
E System Alias and Banners O e
E System Response Time P!’ODO"U-“%
E Global Endpoints Disable Remote EP Learning: [ 1o disable remote endpoint learning in VRFs containing external bridged/routed domains
E Global AES Passphrase Encryptic| Enforce Subnet Check: To disable IP address learing on the outside of subnets configured in a VRF, for all VRFs

: Vi idation: idation check that prevents overla VLA! [ associated t PG
E BD Enforced|Exception List Enforce EPG VLAN Validation D Validation check that prevents overlapping VLAN pools from being associated to an EPG

E Enforce Domain Validation: [:] Validation check if a static path is added but no domain is associated to an EPG
Fabric Security
Enable Remote Leaf Direct Traffic

B Enable Remote Leaf direct communication with routable IP connectivity between Remote Leafs and Fabric, once enabled
E BGP Route Reflector Forwarding: D L vith b nectivity al

E Control Plane MTU Opflex Client Authentication: To enforce Opflex client certificate authentication for GOLF and Linux

Reallocate Gipo: D Reallocate some non-stretched BD gipos to make room for stretched BDs
B coop Group

E Endpoint Controls

E Fabric-Wide Settings

E Remote Leaf POD Redundancy P

Some guidelines regarding this feature are provided below:
e Available on first and second-generations of ACI leaf switches
e |f Enforce Subnet Checking is also enabled, it supersedes this feature.

e This feature should be used when subnet-check is for a specific bridge domain (as opposed to all VRF
subnets) or when you have an environment with first-generation leaf switches.

e Prior to APIC release 3.0(1k), toggling this feature with Unicast Routing enabled could result in an impact of
120s. In prior releases, ACI flushed all endpoints addresses and suspended learning on the bridge domain
for 120s. The behavior in 3.0(1k) and later releases is to only flush endpoint IP addresses that are not part
of the bridge domain subnets and there is no suspension of address learning.

IP Aging (Fabric Wide Setting)

IP Aging tracks and ages endpoint IP addresses that the fabric has learned, to age out stale entries. This is a fabric
wide setting. This feature will also reduce ACI fabric resource usage and therefore it is recommended but optional.
This feature has fabric-wide impact.

To enable IP aging, follow these steps:

1. Use a browser to navigate to APIC’s Web GUI. Log in using the admin account.
2. From the top menu, select System > System Settings.

3. In the left navigation pane, select Endpoint Controls.
4

In the right windowpane, select IP Aging tab and then Policy tab. For Administrative State, click Enabled.
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el APIC i () Q@ © @

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

QuickStart | Dashboard | Controllers | System Settings | SmartLicensing | Faults | ConfigZones | Events | AuditLog | Active Sessions

System Settings )
¥ 9 ®® @ Endpoint Controls 0 o
= Quota
Ep Loop Protection Rogue EP Control Ip Aging
E APIC Connectivity Preferences =
E System Alias and Banners Policy History
E System Response Time (f) 4

E Global Endpoints
Properties
E Global AES Passphrase Encryptic| P ?
s Administrative State: (  Disabled Enabled
E BD Enforced Exception List
E Fabric Security
E BGP Route Reflector

ontrol Plane MTU

B c
E COOP Group
|

Endpoint Controls

5. Click Submit.

Endpoint Learning

Endpoint learning in ACI is primarily done in hardware from data-plane traffic by examining the incoming traffic,
specifically the source MAC and IP address fields in the received traffic. ACI can learn the address (MAC, IP) and
location of any endpoint that sends traffic to the fabric. ACI provides several configuration settings (mostly at the
bridge-domain level) that impact endpoint learning behavior.

IP vs. MAC Learning

By default, ACI learns the MAC address of all endpoints but for any “IP” learning to occur, Unicast Routing must be
enabled at the bridge-domain level. Unicast Routing enables both Layer 3 forwarding and IP learning in an ACI
fabric. The Endpoint Dataplane Learning feature is available at the bridge-domain level - see next section.

Silent Hosts

ACI typically learns from data-plane traffic but for silent endpoints that do not send any traffic to the fabric, ACI can
also use control plane protocols such as ARP and GARP to do endpoint learning. The behaviour varies depending
on whether the Bridge Domain is doing Layer 2 forwarding (Unicast Routing disabled) or Layer 3 forwarding
(Unicast Routing enabled).

For bridge-domains doing Layer 2 forwarding (Unicast Routing disabled), ARP flooding can be used to learn the
location of silent endpoints. ARP Flooding enables ACI to learn from the data-plane ARP traffic exchanged
between the endpoints. In this scenario, the L2 Unknown Unicast option should also be set to “Flood” to prevent
ACI from dropping unicast traffic destined to endpoints that it hasn’t learned of yet.

‘ﬁ APIC GUI automatically enables ARP Flooding if L2 Unknown Unicast is set to “Flood”. However, re-
gardless of the GUI setting, APR Flooding is always enabled in hardware when Unicast Routing is disa-
bled.

For bridge-domains doing Layer 3 forwarding (Unicast Routing enabled), ACI can learn the location of silent or
unknown hosts either by generating an ARP request or from data-plane ARP traffic. If IP subnet(s) are configured
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for the bridge-domain, ACI can generate an ARP request and learn the location of the unknown endpoint from its
ARP response (also known as ARP gleaning). If Unicast Routing is enabled without configuring bridge-domain
subnets (not recommended), ACI cannot initiate ARP requests. However, ACI can still learn their location from the
data-plane ARP traffic. Though ARP Flooding is not necessary in first scenario, it should be enabled so that if the
endpoint moves, ACI can learn the new location quickly rather than waiting for ACI to age out the entry for the
endpoint. ACI can also detect endpoint moves using GARP by enabling the GARP-based endpoint move detection
feature.

# ARP Flooding must be enabled for GARP-based endpoint move detection feature.

Local vs. Remote Endpoints

Endpoint learning in ACI also depends on whether the endpoints are local or remote endpoints. For a given leaf
switch, local endpoints are local to that leaf switch while remote endpoints connect to other leaf switches. Local
and remote endpoints are also learned from data-plane traffic. However, unlike local endpoints, ACI typically
learns either the MAC or IP address of remote endpoints but not both. The local endpoints information is sent to
the Spine switches that maintain the endpoint database, but remote endpoints are maintained on the leaf
switches. Remote entries are also aged out sooner than local endpoints by default.

As stated earlier, ACI provides several options that impact endpoint learning. These settings are covered in more
detail in the upcoming sections.

IP Dataplane Learning

IP Dataplane Learning is bridge-domain level setting that enables/disables “IP” learning in the data-plane. This
feature was referred to as Endpoint Dataplane Learning in earlier releases. The feature is available as of APIC
release 2.0(1m) and it is enabled by default as shown in the figure below:
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Figure 4  Cisco ACI Fabric Settings: IP Dataplane Learning
dece APIC i @ Q@ @ ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [aElnleRelge(cElelg | common | HXV-Foundation | mgmt | HXV-App-A | infra

HXV-Foundation . ,
@@ @ © Bridge Domain - HXV-IB-MGMT_BD Q o
C» Quick Start
Summary Policy Operational Stats Health Faults History
\ ﬁ HXV-Foundation
[ Application Profiles General L3 Configurations Advanced/Troubleshooting
v [ Networking
vk,
~ [ Bridge Domains o+ 2
@) HxV-CL1-Storage_BD Properties
Enable Scaled L2 Only (Legacy) Mode: []
4 @ IRBSYHISH SN _Lo1D) Scaled L2 Only (Legacy) Mode: No
@) HXV-ICP-Storage_BD
> @) HXV-INFRA-MGMT_BD VRF: | HXV-Foundation_VRF
@) Hxv-Storage_BD Resolved VRF: HXV-Foundation/HXV-Foundation_VRF
@) HXV-vMotion_BD L2 Unknown Unicast: Hardware Proxy

B VRFs

[ External Bridged Networks

L3 Unknown Multicast Flooding: (Eelels| Optimized Flood

IPv6 L3 Unknown Multicast: (Raelele] Optimized Flood

= L30outs <

= Dot1Q Tunnels Multi Destination Flooding: Flood in BD Drop I Flood in Encapsulation )

= Contracts PIM: []
= Policies PIMv6: []
= Services IGMP Policy: |select an option

ARP Flooding:

IP Data-plane Learning: no yes

Limit IP Learning To Subnet:

Endpoint Retention Policy: |select a value

This policy only applies to local L2, L3, and remote L3
entries

IGMP Snoop Policy: select a value

MLD Snoop Policy: select a value

Show Usage

L2 Unknown Unicast

L2 Unknown Unicast is a bridge-domain level setting that specifies how unknown Layer 2 unicast frames should
be forwarded within the fabric. This field can be set to “Flood” or “Hardware Proxy” (default) mode. In “Flood
mode”, the unknown Layer 2 unicast frames are flooded across all ports in the bridge-domain using the bridge-
domain specific multicast tree. In “Hardware Proxy” mode, the unknown unicast frames are sent to the spine
switch to do a lookup in the endpoint mapping database. However, if the spine has not learned the address of that
endpoint, the unicast traffic will be dropped by the fabric. For this reason, if a Layer 2 bridge-domain has silent
endpoints, the L2 Unknown Unicast field should always be set to “Flood”.

The default setting for L2 Unknown Unicast is “Hardware-Proxy” but in this design, this field is set to “Flood” for
deployments that may have silent hosts. This feature can be enabled as shown in the figure below:
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Figure 5 ACI Fabric Settings: L2 Unknown Unicast

el APIC ann @) @ O ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [aEllcRelss(crlvg | common | HXV-Foundation | mgmt | HXV-App-A |

infra
HXV-Foundation : .
@@ @ Bridge Domain - HXV-Storage_BD 0 o
> C» Quick Start
Summary Policy Operational Stats Health Faults History
ﬁ HXV-Foundation
> [ Application Profiles General L3 Configurations Advanced/Troubleshooting
~ [ Networking
+ -
- [ Bridge Domains o+ X

> (@ HXV-CL1-Storage_BD Properties
Name: HXV-Storage_BD
Alias:

(@) Hxv-I1B-MGMT_BD
> (@) HXV-ICP-Storage_BD :
Description: optional
> (@) HXV-INFRA-MGMT_BD
> (@) HXV-Storage_BD
@ Hxv-vMotion_BD
Tags:
> [ VRFs

> [ External Bridged Networks

Global Alias:

enter tags separated by comma

Type: | fc regular

> [ L30uts ‘

Advertise Host Routes:
Enable Scaled L2 Only (Legacy) Mode:
= Contracts Scaled L2 Only (Legacy) Mode:

> [ Policies

> [ Services VRF: | HXV-Foundation_VRF | (2]

= Dot1Q Tunnels

g[][].

Resolved VRF: HXV-Foundation/HXV-Foundation_VRF

L2 Unknown Unicast: (lelsle] Hardware Proxy

L3 Unknown Multicast Flooding: Flood Optimized Flood

IPv6 L3 Unknown Multicast: Flood Optimized Flood

Multi Destination Flooding: Flood in BD Drop | Flood in Encapsulation )

PIM: []

Show Usage

This feature requires ARP Flooding to be enabled on the bridge-domain. Customers may also want to enable the
Clear Remote MAC Entries setting. See upcoming sections for additional information on these two settings.

Clear Remote MAC Entries

This is a bridge-domain level setting that clears the remote Layer 2 MAC addresses on other switches when the
corresponding MAC addresses (learnt on a vPC) are deleted from a local switch. The entries are cleared on all
remote switches if it is deleted on a local switch. The setting is visible in the GUI when L2 Unknown Unicast is set
to “Flood”. This feature is optional but recommended for deployments that may have silent hosts.

Unicast Routing

Unicast Routing setting on the bridge-domain enables both Layer 3 forwarding and “IP” learning in an ACI fabric.
The IP endpoint learning is primarily done from the data plane traffic but ACI can also initiate ARP requests to do
endpoint learning in the control plane. ACI can originate ARP requests for unknown endpoints if both Unicast
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Routing and bridge-domain subnet is configured. However, ACI cannot generate ARP requests if a subnet is not
configured for the bridge-domain, but it can still learn their location from the data-plane ARP traffic if ARP Flooding
is enabled. In this design, Unicast Routing is enabled on HyperFlex bridge-domains except for the storage-data
bridge-domain.

ARP Flooding

ARP Flooding is used for both Layer 2 (Unicast Routing disabled) and Layer 3 bridge-domains (Unicast Routing
enabled). By default, ACI fabric will treat ARP requests as unicast packets if Unicast Routing is enabled and
forward them using the target IP address in the ARP packets. It will not flood the ARP traffic to all the leaf nodes in
the bridge domain. However, the ARP Flooding setting provides the ability to change this default behavior and
flood the ARP traffic fabric-wide to all the leaf nodes in a given bridge domain. See Endpoint Learning section
above for other scenarios that require ARP Flooding. This feature can be enabled as shown in the figure below.

Figure 6  ACI Fabric Settings: ARP Flooding
deds APIC an @ Q@ @ ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EInEReINeERg | common | HXV-Foundation | mgmt | HXV-App-A | infra

b£vRounzation GIC€I®R o :iidge Domain - HXV-IB-MGMT_BD 00
> C» Quick Start ) ) .
‘ ﬁ o e Summary Policy Operational Stats Health Faults History
> [ Application Profiles General L3 Configurations Advanced/Troubleshooting
+ [ Networking
= Bridge Domains o+ *
> (@) HXV-CL1-Storage_ED Properties S -
HXV-IB-MGMT_BD Scaled L2 Only (Legacy) Mode: No

@) HXV-ICP-Storage_BD
VRF: | HXV-Foundation_VRF | &
> (@) HXV-INFRA-MGMT_BD
Resolved VRF: HXV-Foundation/HXV-Foundation_VRF
> (@ HXv-Storage_BD
L2 Unknown Unicast: (gl Hardware Proxy

(@) HXV-vMotion_BD
> [l VRFs L3 Unknown Multicast Flooding: (@l Optimized Flood
> [ External Bridged Networks

B L30uts ‘
> [l Dot1Q Tunnels
> [ Contracts PIM: []

PIMv6:
B Policies O
IGMP Policy: |select an option

IPv6 L3 Unknown Multicast: [Salelels] Optimized Flood

Multi Destination Flooding: Flood in BD Drop | Flood in Encapsulation )

B Services

ARP Flooding:

IP Data-plane Learning: no es

!

Clear Remote MAC Entries: []
Limit IP Learning To Subnet:

Endpoint Retention Policy: |select a value

This policy only applies to local L2, L3, and remote L3
entries

IGMP Snoop Policy: | select a value

MLD Snoop Policy: |select a value
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ARP Flooding is also required in environments that use Gratuitous ARP (GARP) to indicate an endpoint move. If an
endpoint move occurs on the same EPG interface, GARP feature must be enabled in ACI to detect the endpoint
move - see GARP based Detection section for more details. This feature is disabled by default but it is enabled in
this design for deployments that may have silent hosts or require GARP.

GARP-based Detection

Gratuitous ARP (GARP) based detection setting enables ACI to detect an endpoint IP move from one MAC
address to another when the new MAC is on the same EPG interface as the old MAC. ACI can detect all other
endpoint IP address moves such as moves between ports, switches, EPGs or bridge-domains but not when it
occurs on the same EPG interface. With this feature, ACI can use GARP to learn of an endpoint IP move on the
same EPG interface. This is a bridge-domain level setting that can be enabled as shown in the figure below.

Figure 7  Cisco ACI Fabric Settings: GARP-based Detection

e S ann ) Q@ © ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: QELeIgeCE oy | common | HXV-Foundation | mgmt | HXV-App-A | infra

G R auen ®€D @ @ Networking - Bridge Domains % 0 o

C» Quick Start .

5
ﬁ HXV-Foundation [ @ISPY I Bndge Domain og

I Application P
el STEP 2 > L3 Configurations 1. Main 2. L3 Configurations 3. Advanced/Troubleshooting

i Bridge Do Unicast Routing: [] Enabled

> [ VRFs ARP Flooding: 7] Enabled

> [ External Bi Config BD MAC Address:

> B L3Outs MAC Address: |00:22:BD:F8:19:FF

> [ Dot1Q Tu Subnets: &
[ Contracts Gateway Address Scope Primary IP Address Subnet Control
= Policies

I Services

Limit IP Learning To Subnet:
EP Move Detection Mode: [#] GARP based detection
DHCP Labels: +

Name Scope DHCP Option Policy

Associated L3 Outs: +

L3 Out

12 Muit far Darda Deafilas |anlaat o enbin

Previous Cancel Next

Note that ARP Flooding must be enabled to use this feature. GARP-based detection setting will not be visible on
the GUI until ARP Flooding is enabled on the bridge domain.
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Jumbo Frames and MTU

Traditional switching fabrics typically us a 1500B MTU and must be configured to support Jumbo frames.
However, the ACI fabric, by default uses an MTU of 9150B on core facing ports of leaf and spine switches and
9000B on access ports of leaf switches. Therefore, no configuration is necessary to support Jumbo frames on an

ACI fabric.

Pre-configure Access Layer Policies

Fabric Access Policies are policies that are applied to access layer connections, typically on leaf switches. The
access layer connections can be to a physical domain or a virtual domain managed by a Virtual Machine Manager
(VMM). The physical domains in this design include vPC connections to Cisco UCS/HyperFlex domain and Layer 3
connections to external networks. Cisco recommends configuring all policies explicitly even when the policies
match the defaults to avoid issues in the future as defaults can change in newer releases. Policies can be re-used
across the fabric to configure any number of access layer. The procedures in this section will pre-configure

policies that will be used in later stages of the deployment.

Setup Information

The pre-configured policies used in this design are summarized in Table 5 .

Table 5 Fabric Access Policies

Access Interface Policies Policy Name

40Gbps-Link

10Gbps-Link
Link Level Policies 1Gbps-Link

Inherit-Link

CDP Interface Policies CDP-Enabled
CDP-Disabled
LLDP-Enabled
LLDP-Disabled
LACP-Active

LLDP Interface Policies

Port Channel Policies
MAC-Pinning
VLAN-Scope-Local

Layer 2 Interface Policies VLAN-Scope-Global

: c BPDU-FG-Enabled
Spanning Tree Policies
BPDU-FG-Disabled

Firewall Policy Firewall-Disabled

Deployment Steps

MAC-Pinning-Phy-NIC-Load

Purpose

Sets link to 40Gbps
Sets link to 10Gbps
Sets link to 1Gbps

Inherits the negotiated link speed
Enables CDP
Disables CDP

Enables LLDP
Disables LLDP
Sets LACP Mode

Sets MAC Pinning-Physical-NIC-load

Sets MAC Pinning
Specifies VLAN Scope as Port Local

Specifies VLAN Scope as Global
Enables BPDU Filter and Guard
Disables BPDU Filter and Guard

Disables Firewall

To configure all policies from the following location in the GUI, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Fabric > Access Policies.

2
3. From the left navigation pane, select and expand Policies > Policies > Interface.
4

Create all the policies in Table 5 by following the steps in the next sections.
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Create Link Level Policies
To create the link level policies to specify link speeds of 1/10/40-Gbps and other link policies, follow these steps:
1. From the left navigation pane, select Link Level. Right-click and select Create Link Level Policy.

2. Inthe Create Link Level Policy pop-up window, specify the policy Name. For the Speed, select 1Gbps from
the drop-down list.

Iéll'slc':lc;' APIC admin

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrationg

Inventory | Fabric Policies | Access Policies

Policies OO Interface - Link Level

C» Quick Start

I Switches
B Modules Create Link Level Policy (2 I
= Interfaces
- [l Policies
= Switch
[ Interface

Name: | 1Gbps-Link

Description: | optional

Alias:

[ Link Level
Auto Negotiation: on
[ Priority Flow Control g -

B Fibre Channel Interface Speed: |1 Gbps
B PoE Link debounce interval (msec): | 100
B CDP Interface Forwarding Error Correction: | Inherit

[ LLDP Interface

= NetFlow

[ Port Channel

[ Port Channel Member

E Spanning Tree Interface

= Storm Control

[ Data Plane Policing

MCP Interface
.

[ CoPP Interface

3. Click Submit to complete creating the policy.

4. Repeat steps 1-3 to create a link policies for 10Gbps, 40Gbps and for any other speeds as needed. Also
create an inherit link policy as shown below.
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cisco AP|C admin
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Policies .
@ @ @ Interface - Link Level
C» Quick Start
[ Switches
~ Name label Auto Speed Link Forwarding
= Modules Negotiation Debounce Error
B Interfaces Interval Correction
nterraci
B Pollces Create Link Level Policy (2 1]
= Switch Name: |Inherit—Link|
v [ Interface Description: |optional
= Link Level
[ Priority Flow Control Alias:

> [ Fibre Channel Interface
= PoE
[ CDP Interface
[ LLDP Interface
> [ NetFlow
[ Port Channel
[ Port Channel Member
[ Spanning Tree Interface
> [ Storm Control
[ Data Plane Policing
= MCP Interface

> [ CoPP Interface

= L2 Interface

_—

Auto Negotiation:
Speed:
Link debounce interval (msec):

Forwarding Error Correction:

< -

inherit
100

Inherit

5. Click Submit to complete. You should now have the following Link policies in place:

clsco - Q0 0 O
admin
asco APIC
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Policies i
@ @@ Interface - Link Level % o
» Quick Start
d @ o ¥
= Switches - ~ e
~ Name label Auto Speed Link Forwarding Description
B Modules Negotiation Debounce Error
o Interval Correction
= Interfaces (msec)
v [l Policies 100Gbps-Link on 100 Gbps 100 Inherit
= Switch y
10Gbps-Link on 10 Gbps 100 Inherit
[ Interface
1Gbps-Link on 1 Gbps 100 Inherit
B Link Level
B Priority Flow Gontrol 25Gbps-Link on 25 Gbps 100 Inherit
[ Fibre Channel Interface 40Gbps-Link on 40 Gbps 100 Inherit
= PoE default on inherit 100 Inherit
Il CDP Interface Inherit-Link on inherit 100 Inherit
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Create CDP Interface Policies
To create CDP interface policies, follow these steps:

1. From the left navigation pane, select CDP Interface. Right-click and select Create CDP Interface Policy.

2. Inthe Create CDP Interface Policy pop-up window, specify the policy Name. For Admin State, click Enabled.

asco  APIC admin e o @ e
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies Access Policies
Bolicics @ @ @ Interface - Link Level % o
o + XK.
~ Name label Auto Speed Link Forwarding Description
Negotiation Debounce Error
Interval Correction
(msec)
100Gbps-Link on 100 Gbps 100 Inherit
10Gbps-Link on 10 Gbps 100 Inherit
1Gbps-Link on 1 Gbps 100 Inherit
25Gbps-Link on 25 Gbps 100 Inherit
40Gbps-Link on 40 Gbps 100 Inherit
default on inherit 100 Inherit
Inherit-Link on inherit 100 Inherit

3. Click Submit to complete creating the policy.

4. Repeat steps 1-3 to create a policy to disable CDP. The Admin State for this policy should be Disabled.

Create LLDP Interface Policies
To create LLDP interface policies, follow these steps:

1. From the left navigation pane, select LLDP Interface. Right-click and select Create LLDP Interface Policy.

2. Inthe pop-up window, specify a Name. For Receive and Transmit State, click Enabled.

Nm .
cisco APIC admin 0 o @ e
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
gelcies Interface - LLDP Interface % o
Create LLDP Interface Policy (2 1] O & %

Name: LLDP-Enabled Description

Description: optional

Alias:

Receive State: Enabled
Transmit State: Enabled

3. Click Submit to complete creating the policy.
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4. Repeat steps 1-3 to create a policy to disable LLDP. The Receive and Transmit states for this policy should be
Disabled.

Create Port Channel Policies
To create port channel policies, follow these steps:

1. From the left navigation pane, select Port Channel. Right-click and select Create Port Channel Policy.

2. In the Create Port Channel Policy pop-up window, specify a Name for the policy. For the Mode, select LACP-
Active from the drop-down list. Leave everything else as-is.

el APIC i @ Q@ © ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies OO Interface - Port Channel

Create Port Channel Policy 09  : =

Name: | LACP-Active scription

Description: | optional

Alias:

Mode: | LACP Active
Not Applicable for FC PC
Control: | Suspend Individual Port » Graceful Convergence »
Fast Select Hot Standby Ports »
Minimum Number of Links: 1 S
Not Applicable for FEX PC/VPC and FC PC
Maximum Number of |16 4

Links: Nt Applicable for FEX PC/VPC j FC PC

3. Click Submit to complete creating the policy.

4. Repeat steps 1-3 to create a port-channel policy for mac-pinning as shown below.
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el APIC admin e o @ @

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Felicies @ @@ Interface - Port Channel % o
S Create Port Channel Policy 00 : =

Name: | Mac-Pinning scription

Description: | optional

Alias:
Mode: | MAC Pinning
Not Applicable for FC PC

Minimum Number of Links: |1 61

Not Applicable for FEX P

Maximum Number of |16
Links:

5. Click Submit to complete creating the policy.

6. Repeat steps 1-3 to create a policy for mac-pinning based on physical NIC load as shown below.

ik APIe ain @ Q@ © ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

golcs @@@ Interface - Port Channel % 0
Create Port Channel Policy (2 ]X) O + %

Name:  MAC-Pinning-Phy-NIC-Load Description

Description:  optional

Alias:

Mode: ' MAC Pinning-Physical-NIC-load
o

Minimum Number of Links: |1 S
Not Applicable for FEX PC/VPC and FC PC

Maximum Number of |16 %)
Links: jor A, for F d FC P

B Port Channe
[ Port Channe
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Create L2 Interface (VLAN Scope) Policies
To create L2 interface policies, follow these steps:

1. From the left navigation pane, select L2 Interface. Right-click and select Create L2 Interface Policy.

2. Inthe Create L2 Interface Policy pop-up window, specify a name for the policy. For VLAN Scope, select Port

Local scope.
ciseo QO 0O
Cisco AP[C admin
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Folcies ® @ @ Interface - L2 Interface o

Create L2 Interface Policy QQ M

Name: | VLAN-Scope-Local

Description: | optional

QinQ: disabled doubleQtagPort I edgePort )
Reflective Relay (802.1Qbg): (SIEEIIER]
VLAN Scope: Global scope Port Local scope

3. Click Submit to complete creating the policy.

4. Repeat steps 1-3 to create a L2 Interface policy for VLAN scope global. The VLAN Scope for this policy
should be Global scope.

Create Spanning Tree Interface Policies
To create spanning tree interface policies, follow these steps:
1. From the left navigation pane, select Spanning Tree Interface. Right-click and select Create Spanning Tree
Interface Policy.

2. Inthe Create Spanning Tree Interface Policy pop-up window, specify a policy Name. For Interface Controls,
select the checkbox for BPDU Filter enabled and BPDU Guard enabled.
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e

cisco APIC G @ ° @ °
System Tenants Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Access Policies
Policies :
Interface - Spanning Tree Interface @ o
o & K.
~ Name label Interface Control Description
Create Spanning Tree Interface Policy [2]%]
Name: BPDU-FG-Enabled
Description: | optional
Alias
Interface controls: £ BPDU filter enabled

1 BPDU Guard enabied

D D

3. Click Submit to complete creating the policy.
4. Repeat steps 1-3 to create a policy to disable BPDU Filter and Guard. The Interface Controls for this paolicy
should leave both BPDU filter enabled and BPDU Guard enabled unchecked.

Create Firewall Policy
To create a firewall policy, follow these steps:

1. From the left navigation pane, select Firewall. Right-click and select Create Firewall Policy.

2. In the Create Firewall Policy pop-up window, specify a policy name. For Mode, select Disabled.

w @ OO O

I m
cisco

APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Pol | Access Policies
= (SN (A .
OO Interface - Firewall (]

Create Firewall Policy

Name: |Firewall-Disabled

[ 2 Ix] O 4 %

Description: |optional

Administrative State: enabled

SysLog

Included Flows: | Denied flows
Polling Interval (seconds): |60
Log Level: |information

Dest Group: | select an option

3. Click Submit to complete creating the policy.
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Solution Deployment - ACI Fabric (to Outside Networks from Pod-1)

The procedures outlined in this section will deploy a shared Layer 3 outside (Shared L30ut) connection in Pod-1
for reachability to networks outside the ACI fabric.

Deployment Overview

In this design, the Shared L30ut connection is established in the system-defined common Tenant so that it can be
used by all tenants in the ACI fabric. Tenants must not use overlapping addresses when connecting to the outside
networks using a shared L30ut connection. The connectivity is between border leaf switches in Pod-1 and pair of
Nexus 7000 switches in the same location. The Nexus 7000 routers serve as external gateways to networks
outside the fabric. OSPF is utilized as the routing protocol to exchange routes between the two networks. Some
additional details of this connectivity are provided below:

e A pair of Nexus 7000 routers are connected to a pair of border leaf switches using four 10GbE interfaces -
for a total of 4 links. The border leaf switches were deployed earlier. Each link is a separate routed link.

e VLANSs are used for connectivity across the 4 links - for a total of 4 VLANs. VLANSs are configured on
separate sub-interfaces.

e Adedicated VRF common-SharedL30ut VRF is configured in Tenant common for this connectivity.

e Fabric Access Policies are configured on the ACI border leaf switches to connect to the external routed
domain or Layer 3 Outside (L30ut) domain (via Nexus 7000s) using VLAN pool (vlans: 311-314).

e The shared Layer 3 Out created in common Tenant “provides” an external connectivity contract that can be
“consumed” by any tenant.

e The Nexus 7000s are configured to originate and send a default route to the Nexus 9000 leaf switches
using OSPF.

e ACI leaf switches in Pod-1 advertise tenant subnets to Nexus 7000 switches in Pod-1.

e Host Routing - In ACI 4.0 release and later, an ACI fabric can also advertise host routes if it is enabled at
the bridge-domain level. In this design, host routing is critical for advertising reachability to HyperFlex
stretched cluster endpoints from outside the fabric since the nodes are located in different sites but in the
same IP subnet. In this design, host-routing enables VMware vCenter and HyperFlex Witness in a third
location (outside the ACI fabric) to reach the HyperFlex stretch cluster nodes are in the same subnet but in
different subnets. This feature is critical to the operation of the HyperFlex stretch cluster in this design.

Create VLAN Pool for Shared L30ut

In this section, a VLAN pool is created to enable connectivity to networks outside the ACI fabric. The VLANS in the
pool are for the individual routed links that connect the ACI border leaf switches to the gateway routers outside the
fabric in Pod-1.
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Setup Information
Table 6 VLAN Pool for Shared L30ut in Pod-1

- VLAN Pool Leaf Node

IS Name ID

a

4 101 311
3

"0 SharedL30ut-West- 312
'§ Podl VLANs 102 313
2

2 314

Outside the ACI Fabric

To Gateway Routers

To 1%t L3 Gateway
To 2" L3 Gateway
To 13 Gateway
To 2" L3 Gateway

Deployment Steps

To configure a VLAN pool to connect to external gateways in Pod-1, follow these steps:

1.

Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.
3. From the left navigation pane, expand and select Pools > VLAN.
4. Right-click and select Create VLAN Pool.
5. In the Create VLAN Pool pop-up window, specify a Name and for Allocation Mode, select Static Allocation.
For Encap Blocks, click on the [+]icon on the right to add VLANS to the VLAN Pool.
afra]e !
cisco APIC admin e o @ °
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Rolicies GIRICN r~oos - viAN ©0
C» Quick Start
VLAN Operational
[ Switches
B Modules O + %
[ Interfaces ~ Name Allocation Mode Encap Blocks Description
RS Create VLAN Pool (2 1x]
[ Pools
Name: | SharedL30ut-West-Pod1_VLANs
| — RPN :
B VXLAN Description: |optional
B VSAN
B VSAN Attributes Allocation Mode: Static Allocation
= Multicast Address Encap Blocks: +

6.

[ Physical and External Domains VLAN Range

Description

Allocation Mode

Role

external gateways outside the ACI fabric. Leave the remaining parameters as is.
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Al ARIC e @ Q@ © ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies Access Policies

Policies @ @ @ Pools - VLAN % o

VLAN Operational

o & %
Create VLAN Pool 09 ..

Name; | SharedL30ut-West-Pod1_VLANs

Description: optional

Allocation Mode: Dynamic Allocation Static Allocation

Encap Blocks: +

VLAN Range Description Allocation Mode Role

Create Ranges (2 ]x]

Type: VLAN
Description: |optional

Integer Value Inte e
— Inherit allocMode from

Allocation Mode:

Role:

7. Click OK. Use the same VLAN ranges on the external gateway routers that connect to the ACI Fabric.

8. Click Submit to complete.

Configure Domain Type for L30ut

Follow the procedures outlined in this section to configure a domain type for the L30ut in Pod-1.

Setup Information
Table 7 Domain Type for Shared L30ut in Pod-1

-3 Domain Name Domain Type VLAN Pool Name Connects To
e
1
B
3
1 SharedL30ut- 15 Bormin SharedL30ut- L3 Gateway Routers
| West-Podl_Domain West-Podl VLANs Outside the ACI fabric
©
£
(7]

Deployment Steps
To specify the domain type for the L30ut in Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Physical and External Domains > L3 Domains.
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4. Right-click on L3 Domains and select Create L3 Domain.

5. In the Create L3 Domain pop-up window, specify a Name. For the VLAN Pool, select the previously created
VLAN pool from the drop-down list.

L an ) Q@ @ ©

cisco

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

PO"C.‘?S - @ @ @ L3 Domains % o
Create L3 Domain (2 Tx] @) P o

Name: | SharedL30ut-West-Pod1_Domain

|«

> [ Modules

Associated A_ttachable select a value P
Entity Profile:

= Policies VLAN Pool: | SharedL30ut-West-Pod1_VLANs(s - 2
= Pools Security Domains: o +

Select Name Description

B Interfaces

8 Fibre Channel Domains

6. Click Submit to complete.

Create Attachable Access Entity Profile for L30ut

To configure an Attachable Access Entity Profile (AAEP) for the L30ut in Pod-1, follow the procedures outlined in
this section.

Setup Information
Table 8 AAEP for Shared L30ut in Pod-1

AAEP Name Domain Name VLAN Pool Name Connects To

SharedL30ut-West- SharedL30Out-West- SharedL3Out-West- L3 Gateway Routers
Podl AAEP Podl Domain Podl_VLANs Outside the ACI fabric

Shared L30ut - Pod-1

Deployment Steps
To create an AAEP for the L30ut in Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.
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3. From the left navigation pane, expand and select Policies > Global > Attachable Access Entity Profiles.
4. Right-click and select Create Attachable Access Entity Profile.

5. In the Create Attachable Access Entity Profile pop-up window, specify a Name. Under Domains, click on the
[+]icon on the right-side of the window and select the previously created domain for the Domain Profile.

heey APIC ain Q) Q@ ©@ ©

System  Tenants Fabric Virtual Networking L4-L7 Services ~ Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies QICICN  Aiiochabie Access Entity Profiles 0

C» Quick Start

Create Attachable Access Entity Profile (2] x]

[l Switches
= Modules STEP 1 > Profile 1. Profile 2. Association To Interfaces

[ Interfaces
Name: | SharedL30ut-West-Pod1_AAEP

= Policies
B Switct Description: |optional
witch
[ Interface
B Global Enable Infrastructure VLAN: []
ai
Domains (VMM, Physical or & +
[ Attachable Access Entity Pr, External) To Be Associated
B Q0S Class To Interfaces:  Domain Profile v Encapsulation
|[SharedL30ut-West-Pod1_Domain (L3) [ |

= DHCP Relay

E MCP Instance Policy default

E Error Disabled Recovery Po.

6. Click Update. You should now see the selected domain and the associated VLAN Pool.

LI e e ann @ @ @ ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Felleres @ @ @ Attachable Access Entity Profiles % o
Do Create Attachable Access Entity Profile 00

= Switches
= Modules STEP 1 > Profile 1. Profile 2. Association To Interfaces

I Interfaces
Name: | SharedL30ut-West-Pod1_AAEP

= Policies

- : Description: |optional

Switch
[ Interface
B Global Enable Infrastructure VLAN: []

3
Domains (VMM, Physical or T +
[ Attachable Access Entity Pr. External) To Be Associated
Bl QOS Class To Interfaces:  Domain Profile Encapsulation
I L3 External Domain - SharedL.30ut-West-Pod1_Domain from:vlan-311 to:vlan-314

[ DHCP Relay

E MCP Instance Policy default

E Error Disabled Recovery Po.,

7. Click Next. This profile is not associated with interfaces at this time.

8. Click Finish to complete.
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Configure Interfaces to L30ut

Follow the procedures outlined in this section to configure interfaces to the external routed domain in Pod-1.

Setup Information

Border leaf switches (Node ID: 101, 102) in Pod-1 connect to external gateways using 10Gbps links, on ports
1/47 and 1/48. The access layer setup information for this connection is provided below.

Figure 8  Fabric Access Policies for Shared L30ut in Pod-1

Fabric Access Policies Shared L30ut : Pod-1 Fabric

Access Entity Profile

VLAN Pool > Dormain > AAEP VLAN Pool SharedL30ut-West-Podl _VLANs
External Routed Domain SharedL30ut-West-Podl Domain
AAEP SharedL3Out-West-Podl AREP
Interface Profile
Interface i Interface i (e
Salector 1 Policies i, (RS 10Gbps-Link, CDB-Enabled, LLDP-
Profile d Group [ /| Palicies Interface Policies Enabled, BPDU-FG-Enabled, VLAN-

Scopa-Global

For Interfaces col Interface Policy Group SharedL3Out-West-Podl FG

| Interface Selector Profile SharedL3Out-West-Fodl IFR

switch A PS:I‘:::S " Switch Access Port Selector SharedL3Out-West-Podl pl_47-48
Profile — v Group Vv Policies Switch Profile
For Leaf Switches connecting to External Gateways Switch Selector SharedLiCut-West-Podl-Leaf 101-102
Switch Selector Profile SharedL30ut-West-Podl-Leaf PR

Create Interface Policy Group for L30Out Interfaces
To create an interface policy group for the L30ut in Pod-1, follow these steps:
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Interfaces > Leaf Interfaces > Policy Groups > Leaf Access
Port. Right-click and select Create Leaf Access Port Policy Group.

4. Inthe Create Leaf Access Port Policy Group pop-up window, specify a Name and select the applicable
interface policies from the drop-down list for each field.
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mm
Cisco

APIC

System Tenants Fabric Virtual Networking

Inventory | Access Policies

Fabric Policies |

GICIE)

Policies

C» Quick Start

= Switches
= Modules Name:
B Interfaces Description:

B Spine Interfaces
[ Leaf Interfaces
= Profiles
= Policy Groups
[ Leaf Access Port
= PC Interface
[ VPC Interface
[ PC/VPC Override
[ Leaf Breakout Port Group
= FC Interface
[ FC PC Interface
= Overrides
= Policies
= Pools

[ Physical and External Domains

L4-L7 Services

Link Level Policy:

CDP Policy:

MCP Policy:

CoPP Policy:

LLDP Policy:

STP Interface Policy:

Storm Control Interface Policy:

L2 Interface Policy:

Port Security Policy:

Egress Data Plane Policing Policy:
Ingress Data Plane Policing Policy:
Monitoring Policy:

Priority Flow Control Policy:

Fibre Channel Interface Policy:
PoE Interface Policy:

Slow Drain Policy:

MACsec Policy:

802.1x Port Authentication Policy:

DWDM Policy:

Attanhad Cntit Drafia:

Admin

Policy Groups - Leaf Access Port

Create Leaf Access Port Policy Group

SharedL30ut-West-Pod1_PG

optional

10Gbps-Link X v
CDP-Enabled >
select a value

select a value
LLDP-Enabled
BPDU-FG-Enabled

select a value

[V Scope-Goa |
select a value

select a value

select a value

select a value

select a value

select a value

select a value

select a value

select a value

select a value

select a value

Operations

Apps

Y- X-X-X-.

Integrations

< D

5. For the Attached Entity Profile, select the previously created AAEP to external routed domain.
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|¢':Ills-":l(;- APIC admin @ o e °
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
el @ @ @ Policy Groups - Leaf Access Port o
C» Quick Start
s Bl Switches Create Leaf Access Port Policy Group 09 - *
Bl Modulss STP Interface Policy: BPDU-FG-Enabled | i
- Bl Interfaces Storm Control Interface Policy: |select a value v
B Spine Interfaces L2 Interface Policy: | VLAN-Scope-Global |~ 2
3 = Leaf Interfaces Port Security Policy: |select a value v
= Profiles Egress Data Plane Policing Policy: |select a value ~
= Policy Groups Ingress Data Plane Policing Policy: | select a value v
B Leaf Access Port Monitoring Policy: | select a value v
= PC Interface Priority Flow Control Policy: |select a value
> [ VPC Interface Fibre Channel Interface Policy: |select a value
[ PC/VPC Override PoE Interface Palicy: |select a value ~
[ Leaf Breakout Port Group Slow Drain Policy: | select a value v
> [ FC Interface MACsec Policy: |select a value
B FC PC Interface 802.1x Port Authentication Policy: |select a value
B Overrides DWDM Policy: |select a value ~
» |7 Pz Attached Entity Profile: v @
B Poois NetFlow Monitor Policies: =+

= Phy: nd External Domains

NetFlow IP Filter Type NetFlow Monitor Policy

6. Click Submit to complete.

Create Interface Profile for L30ut Interfaces
To create an interface profile for the L30ut in Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation menu, expand and select Interfaces > Leaf Interfaces > Profiles. Right-click and
select Create Leaf Interface Profile.

4. Inthe Create Leaf Interface Profile pop-up window, specify a Name. For Interface Selectors, click on the [+]
icon to select access ports to apply interface policies to. In this case, the interfaces are access ports that
connect Border leaf switches to gateways outside ACI.

5. Inthe Create Access Port Selector pop-up window, specify a selector Name. For the Interface IDs, specify
the access ports connecting to the two external gateways. For the Interface Policy Group, select the
previously created Policy Group from the drop-down list.
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‘heeh APIC arn @ Q@ @ ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

folicies ® @ @ Leaf Interfaces - Profiles 0

Q> Quick Start Create Leaf Interface Profile 00 .

= Switches

Fex Interfaces

Name: | SharedL30ut-West-Pod1_IPR
= Modules - o + %
Description: |optional

= Interfaces tion

= Spine Interfaces face Selector Generated ...

Interface Selectors: S
[ Leaf Interfaces
= Profiles . .
Create Access Port Selector (2 1<)

= Policy Groups
= Overrides

| — IS

= Pools

= Physical and External D

Name: | SharedL30ut-West-Pod1_p1_47-

Description: |optional

Interface IDs: |1/47-48

valid values: All or Ranges. For Example:
1/13, 1/15 or 2/22-2/24, 2/16-3/16, or
1/21-23/1-4, 1/24/1-2

Connected To Fex: []
Interface Policy Group: ' SharedL30Out-West-Pod1_PG v| i3
or Generated ...
or Generated ...
or Generated ...
or Generated ...

or Generated ...

:cts 1-150f 15

6. Click OK to close the Create Access Port Selector pop-up window.

dhale APIC ann @ Q@ © @

Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

System

Inventory | Fabric Policies | Access Policies

Policies OO Leaf Interfaces - Profiles

C» Quick Start
B Switches Create Leaf Interface Profile 00

B Modules Name: | SharedL30ut-West-Pod1_IPR

= Interfaces Description: | optional
= Spine Interf
I Leaf Interfaces Interface Selectors: o +

B Profiles Name Type
= Policy Groups l SharedL30ut-West-Pod1_p1_47-48 range

[ Overrides

7. Click Submit to complete.
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Create Leaf Switch Profile for L30ut

To create a leaf switch profile for the L30ut in Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation menu, expand and select Switches > Leaf Switches > Profiles.
4. Right-click and select Create Leaf Profile.
5

In the Create Leaf Profile pop-up window, specify a profile Name. For Leaf Selectors, click the [+] to select
the Leaf switches to apply the policies to. In this case, the Leaf switches are the border leaf switches that
connect to the gateways outside ACI.

6. Under Leaf Selectors, specify a Name. For the Interface IDs, specify the access ports connecting to the two
external gateways. For Blocks, select the Node IDs of the border leaf switches from the drop-down list.

A TS «mn € @ © ©

Admin

L4-L7 Services Operations Apps Integrations

System Tenants Fabric Virtual Networking

Inventory | Fabric Policies | Access Policies

Policies OO Leaf Switches - Profiles
C» Quick Start

o * XK.
v [ Switches
~ Name Leaf Selectors (Switch Interface Selectors Module Selectors Description
[ Leaf Switches Policy Group)
& Profies Create Leaf Profile 0

= Policy Groups
B Overrides STEP 1 > Profile 1. Profile 2. Associations

B Spine Switches Name: | SharedL30ut-West-Pod1-Leaf_PR

= Modules Description: |optional
= Interfaces
Policies
o Leaf Selectors: @ +
= Pools
~ Name Blocks Policy Group
> [l Physical and External D
SharedL30ut-West-Pod1-Leaf_101/|101-102 ,||select an option |

7. Click Update.
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LT «mn @ Q@ © ©

Admin

System Tenants Fabric Virtual Networking L4-L7 Services Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies GIEI®) Leaf Switches - Profiles @

C» Quick Start

o * K.
- [ Switches
~ Name Leaf Selectors (Switch Interface Selectors Module Selectors Description
[ Leaf Switches Policy Group)
i Profies Create Leaf Profile 0

[ Policy Groups
B Overrides STEP 1 > Profile 1. Profile 2. Associations

I Spine Switches Name: | SharedL30ut-West-Pod1-Leaf_PR

B Modules Description: | optional

= Interfaces

= Policies
Leaf Selectors: W +
= Pools
~ Name Blocks Policy Group
[ Physical and External D
| sharedL30ut-West-Pod1-Leat_.. 101,102

8. Click Next.

9. In the Associations window, select the previously created Interface Selector Profiles from the list.

oses APIC «mn @ Q@ © ©

L4-L7 Services

System Admin

Tenants Fabric Virtual Networking Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

olicies OO Leaf Switches - Profiles
C» Quick Start

o ¥ %
v [ Switches
~ Name Leaf Selectors (Switch Interface Selectors Module Selectors Description
v [l Leaf Switches Policy Group)
i Profiles Create Leaf Profile 0

= Policy Groups
B Overrides STEP 2 > Associations 1. Profile 2. Associations

B Spine Switches

Interface Selector Profiles: o+
Modules
L Select Name Description
[ Interfaces 1} FAV=UUD=0ZUUFI_IFK
Bl Colicies | HXV-UCS-6300FI_IPR
= In-Band-Mgmt-APIC-Pod1_IPR
= Pools ] In-Band-Mgmt-APIC-Pod2_IPR
[ Physical and External D '[] SharedL30ut-West-Pod1_IPR
Module Selector Profiles: o +
Select Name Description

10. Click Finish to complete.

Configure Tenant Networking for Shared L30ut

The procedures in this section will configure the tenant networking to connect to networks outside the ACI fabric.
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Setup Information
Figure 9

Tenant Name

common

Shared L30ut

Tenant Networking for Shared L30ut

common-SharedL30ut_VRF

Deployment Steps
To configure tenant networking for the

L30ut in Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Tenants > common.

From the left navigation pane, select and expand Tenant common > Networking > VRFs.

2
3
4. Right-click and select Create VRF.
5

In the Create VRF pop-up window,

STEP 1 > VRF, specify a Name (for example, common-

SharedL30ut_ VRF). Disable the check-box for Create a Bridge Domain.

i m

cisco AP'C

System Tenants Fabric Virtual Networking
ALL TENANTS | AddTenant | Tenant Search: [REINMEReIRe[E g

common
@ @ @ © Networking
C»> Quick Start Create VRF
B common
[— RIEEEWiE STEP 1 > VRF

= Networking

Name:
[ Bridge Domain:

Alias:
= VRFs

Description:

[ External Bridged
= L30uts

Tags:

= Dot1Q Tunnels
B P Address Pools Policy Control Enforcement Preference:
= Contracts

[ Policies

Policy Control Enforcement Direction:

BD Enforcement Status:

= Services

Endpoint Retention Policy:

Monitoring Policy:

DNS Labels:

Transit Route Tag Policy:

- VRFs

- -X-X-X-

L4-L7 Services Admin Operations Apps Integrations

| common | HXV-Foundation | mgmt | HXV-App-A | infra

common-SharedL30ut_VRI

optional

enter tags separated by comma

i Y
o IR

O

select a value

This policy only applies to remote
L3 entries

select a value

enter names separated by comma

select a value

6.

IP Data-plane Learning: Disabled Enabled

Create A Bridge Domain: [ ]

Configure BGP Policies: []
Configure OSPF Policies: [ ]
Configure EIGRP Policies: [ ]

<D D

Click Finish to complete.
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Configure OSPF Interface Policy for L30ut in Pod-1

The procedures in this section will configure OSPF interface policy for L30ut connectivity for Pod-1.

Setup Information
Table 9 OSPF Interface Policy for L30ut - Pod-1

OSPF Policy Name Parameters

v Point-to-point

SharedL30ut-West-Podl-

/ .
OSPF_Policy Advertise subnet

Shared L30ut

v MTU ignore

Deployment Steps
To configure OSPF interface policy for L30ut in Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > common.

3. Inthe left navigation pane, select and expand common > Policies > Protocol > OSPF > OSPF Interface. Right-

click and select Create OSPF Interface Policy.

4. Inthe Create OSPF Interface Policy pop-up window, specify a Name. For Network Type, select Point-to-
Point. For Interface Controls, select the checkboxes for Advertise subnet and MTU ignore.

dice APIC

system  RRE Febic  Vitual Create OSPF Interface Policy

ENANTS ana N2 £
ALL TENANTS Add Tenant | Tenant Search: Name:  SharedL30ut-West-Pod1-OSPF_Policy

common Description: optional

Network Type: !/ Broadcast Unspecified )
\ETpscosy _

Priority: 1 2

Cost of Interface: unspecified

Interface Controls:
[ Advertise subnet
Osrp
MIMTU ignore
[ passive participation
Hello Interval (sec): 10
Dead Interval (sec): 40
Retransmit Interval (sec): 5

Transmit Delay (sec): 1

5. Click Submit.

Create Contracts for Shared L30ut in Pod-1

The procedures in this section will create contracts that provide access to external or outside networks.
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Setup Information
Table 10 Shared L30ut Contract

s Contract Filter

o |

|

¢ Allow-Shared- Allow-Shared- gormonydetaule
.‘:u‘: L30ut L30ut

v Global Scope

Deployment Steps

To create contracts for L30ut in Tenant common, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > common.

3. In the left navigation pane, select and expand Tenant common > Contracts.
4. Right-click Contracts and select Create Contract.
5

In the Create Contract pop-up window, specify a Name. For Scope, select Global from the drop-down list to
enable the contract to be consumed by all tenants.

dsco APIC

Admin

Operations

System Tenants Fabric Virtual Networking L4-L7 Services

HXV-Foundation |

common | mgmt

ALL TENANTS | Add Tenant | Tenant Search: [EREReIRe[EEIolg |

elelgglgglely @ @ @ © Contracts

C» Quick Start

B8 common Create Contract 09

= Aoplication Profiles Name: | Allow-Shared-L30ut

King Alias:

ess Pools Scope: Global
QoS Class: Unspecified

Target DSCP: ' Unspecified

Services _—_ "
B Services Description: | optional

Tags:

enter tags separated by comma

Subjects: eE

Name Description

6. For Subjects, click [+] on the right side to add a contract subject.

7. Inthe Create Contract Subject pop-up window, specify a Name.
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dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations

ALL TENANTS Add Tenant | Tenant Search: [N oS | common | HXV-Foundation

common

Apps Integrations

infra

mgmt | HXV-App-A |

© Coptracte

C> Quick Start Create Contract Subject (2]

i Create Contr
Name: [Allow-Shared-L30ut
= Ap Ne
Alias:
— | A
Description: optional
= sc
Target DSCP: Unspecified
| QoS C
- Apply Both Directions: ]
0 <
AL Reverse Filter Ports: (7]
—] Descrip Wan SLA Policy: | select an option
Filter Chain
Subje
QoS Priority:
Filters +
Name Directives Action Priority

8. For Filters, click [+] on the right side to add a filter.

9. Under Filters, for Name, select default (common) from the drop-down list to use the default filter.
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st
cisco APIC 29
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | Add Tenant \Tel‘uam(f.—learth: common | HXV-Foundation | mgmt | HXV-App-A | infra

common Bl Copteact
optrarte

Create Contract Subject (7 1]

Create Contr o

= Nz Description: | optional

= A Target DSCP: | Unspecified

= Sc| Apply Both Directions: [

—| QoS Cl Reverse Filter Ports: ]

—] Target D Wan SLA Policy:  select an option
— ]

Descrip  Filter Chain

T L4-L7 Service Graph: |select an option
0S Priority:
Subj¢ HoS Friotity
Filters w o+
Name Directives Action Priority
I‘commonfdefault ‘v none x Permit

L

+
. .
| Name Tenant

(= Tenant: common

© Allow-All common
© __sn_inb_fi.. common
Cancel
© ap common
I @ default common Cancel Submit
© est common
Page O icmp common Objects Per Page: 15
O wefewr common

10. Click Update.

11. Click OK to complete creating the contract subject.

12. Click Submit to complete creating the contract.

Provide Contracts for Shared L30ut in Pod-1

The procedures in this section will provide the contract to access external or outside networks from Pod-1.

Setup Information
e [ 30utin Pod-1: SharedL30ut-West-Pod1_RO

e External EPG in Pod-1: Default-Route
e Contract Name: Allow-Shared-L30ut (in common Tenant )
Deployment Steps
To provide contracts for external routed networks from Pod-1, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Tenants > common.

3. In the left navigation pane, select and expand common > Networking > L30uts.
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Select and expand the recently created L30ut for Pod-1.

Select and expand External EPGs.

Select the recently created L30ut EPG for Pod-1.

In the right windowpane, select the tab for Policy and then Contracts.

In the Provided Contracts tab, click on the [+] icon on the right to add a Provided Contract.

© o N o g &

For Name, select the previously created contract from the drop-down list.
10. Click Update.

11. Other Tenants can now ‘consume’ this contract to route traffic outside the ACI fabric. This deployment uses a
default filter to allow all traffic.

‘ﬁ Customers can modify this contract as needed to meet the needs of their environment.

Configure L30ut Connectivity for Pod-1

The procedures in this section will configure L30ut connectivity for Pod-1.

Setup Information
Table 11 L30ut Connectivity- Pod-1

L30ut Name & . Routed
Protocol lifo VRF & Domain Node ID Subitertace VLAN Subnet
-l
° L30ut Name: SharedL30ut-West-Podl RO Ethl/47 311 10.113.1.0/30
l? - common-— 101
=8l OSPFArealD: 10 (0.0.0.10) SharedL30ut_VRF
8 OSPF Area Type: NSSA Ethl/48 312 10.113.1.4/30
b OSPF Policy : SharedL30ut-West-Pod1-OSPF_Policy
& . Ethl/47 313 10.113.2:.0/30
G Provided Contract: Allow-Shared-L30ut SharedL30ut-
5 102
West-Podl Domain
Node Profile : SharedL30ut-West-Podl-Node IPR Ethl/48 314 10.113:2.4/30

External EPG Name Subnet Subnet Name Route Flags

v Shared Route Control Subnet

Shared L30ut

\
\
Default-Route 0.0.0.0/0 Default-Route v External Subnets for External EPG |
\
\

v/ Shared Security Import Subnet

Deployment Steps
To configure L30ut connectivity to outside networks in Pod-1, follow these steps:
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Tenants > common.

3. In the left navigation pane, select and expand common > Networking > L30uts. Right-click and select Create
L30ut.

4. In the Create L30ut pop-up window, specify a Name. Select the check box for OSPF. Specify the OSPF Area
ID (should match the external gateway configuration). For VRF, select the previously created VRF from the
drop-down list. For L3 Domain, select the previously created domain for Pod-1 from the drop-down list.
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s APIC amn @) €
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | Add Tenant Tenant Search common | HXV-Foundation mgmt | HXV-App-A | infra
common Create L30ut o@

1. Identity 2. Nodes And Interfaces 3. Protocols 4. External EPG

Leaf Router
B Dot1Q Tunnels

Identity

A Layer 3 Outside (L30ut) network configuration defines how the ACI fabric connects to external layer 3 networks. The L3Out supports connecting to external
networks using static routing and dynamic routing protocols (BGP, OSPF, and EIGRP).

Prerequisites:
« Configure an L3 Domain and Fabric Access Policies for interfaces used in the L30ut (AAEP, VLAN pool, Interface selectors).
« Configure a BGP Route Reflector Policy for the fabric infra MP-BGP.

Name: SharedL30ut-West-Pod1_RO [COser OSPF

OSPF Area ID: 1
VRF: common-SharedL30ut_VRF @

OSPF Area [] Send redistributed LSAs into NSSA area

L3 Domain: ' SharedL30ut-West-Pod1_Domain (@ Control: [7] originate summary LSA

Use for GOLF: [] [[] Suppress forwarding address in translated LSA

OSPF Area Cost: | 1 %5

S

5. Click Next.

6. Inthe Nodes and Interfaces window, uncheck the box for Use Defaults and specify a Node Profile
Name(optional). For the Interface Types, select Routed Sub. Under Nodes, for the Node ID, select the first
border gateway node from the drop-down list. Then configure the interfaces on this border gateway that
connects to the external gateways using the setup information provided earlier. Click on the [+]icon to right of
the first interface to add the second interface.
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l::’;_r;élé' APlC admin e A
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALLTENANTS | Add Tenant | Tenant Search: [N SEIMM | common | HXV-Foundation | mgmt | HXV-App-A infra
common Create L30ut oe

Identity 2. Nodes And Interfaces 3. Protocols 4. External EPG

The L30ut configuration consists of node profiles and interface profiles. An L30ut can span across multiple nodes in the fabric. All nodes used by the L30ut can be included
in a single node profile and is required for nodes that are part of a VPC pair. Interface profiles can include multiple interfaces. When configuring dual stack interfaces a
separate interface profile is required for the IPv4 and IPv6 configuration, that is automatically taken care of by this wizard.

Nodes and Interfaces

Domains

Use Defauits: []
Node Profile Name: | SharedL30ut-West-Pod1-Node_IPR

Interface Types

Layer 2: Port Direct Port Channel

Nodes

Node ID Router ID Loopback Address

AA11-9372PX-WEST-1 (Node-101) 13.13.13.1 W -+ Hide Interfaces
Leave empty to not configure
any Loopback

Interface IP Address MTU (bytes) Encap

eth1/47 10.113.1.1/30 inherit VLAN i +

address/mask Integer Value
Interface IP Address MTU (bytes) Encap

eth1/48 10.113.1.5/30 inherit VLAN ® +

address/mask Integer Value

7. Click on the [+]icon to right of the first node to add the second node and click on the [+] icon to right of the
first interface to add the second interface on this node.

m . o
cisco APIC admin A

System ants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ant Tenar EICUN name or descr | common | HXV-Foundation | mgmt | HXV-App-A

infra

Create L30ut

C» Quick 1. Identity 2. Nodes And rfaces 3. Protocols 4. Exter

common

Nodes
Node ID Router ID Loopback Address
AA11-9372PX-WEST-1 (Node-101) 13.13.13.1 fir + Hide Interfaces
iy to not configure
Interface IP Address MTU (bytes) Encap
eth1/47 10.113.1.1/30 inherit VLAN & +
Interface IP Address MTU (bytes) Encap

eth1/48 10.113.1.5/30 inherit VLAN mw +

mas Integer Value

Node ID Router ID Loopback Address
AA11-9372PX-WEST-2 (Node-102) 13.13.13.2 fir + Hide Interfaces

not configure

Interface IP Address MTU (bytes) Encap

eth1/47 10.113.2.1/30 inherit VLAN @ +

Interface IP Address MTU (bytes) Encap

eth1/48 10.113.2.5/30 inherit VLAN W+
Integer Value

address/mask

Previous Cancel Next
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8. Click Next.

9. In the Protocols window, select the previously created OSPF interface policy from the drop-down list.

dscs APIC win @ O
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS Add Tenant | Tenant Search: [ETNECRIISSI | common | HXV-Foundation | mgmt | HXV-App-A | infra
common 1 Create L30ut

(@ 2! 1. Identity 2. Nodes And Interfaces 3. Protocols 4.E

Protocol Associations

OSPF
Node ID: 101
Hide Policy []
Interface Policy
1/47.1/48 SharedL30ut-West-Por - (3
Node 1D: 102
Hide Policy []

Policy

SharedL30ut-West-Por - (G

10. Click Next.

11. In the External EPG window, specify a Name (for example, befault-Route) . For the Provided Contract,
select the previously created contract from the drop-down list. Disable the check-box for Default EPG for all
external networks.

el APIC amo @ @

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS Add Tenant | Tenant Searc! 0 or descr | common | HXV-Foundation mgmt HXV-App-A | infra

common ( Create L30ut oe

C» Quick Start 1. Identity 2. Nodes And Interfaces 3. Protocols 4. External EPG
— |

External EPG

The L30ut Network or External EPG is used for traffic i ion, contract iations, and route control policies. Classification is matching external networks to this EPG
for applying contracts. Route control policies are used for filtering dynamic routes exchanged between the ACI fabric and external devices, and leaked into other VRFs in the
fabric.

Name: Default-Route
Provided Contract: common/Aliow-Shz | (@
Consumed Contract: | select a value

Default EPG for all external networks: [

IP Address Scope Name Aggregate Route Control Profile Route Summarization
Policy

12. In the Subnets section of the window, click on the [+] icon on the right side of the window to add an external
network.

13. In the Create Subnet pop-up window, for the IP Address, enter a route (for example, 0.0.0.0/0) . Specify a
Name (for example, befault-Route). Select the checkboxes for Shared Route Control Subnet, External
Subnets for External EPG, and Shared Security Import Subnet.
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afnafn APIC admin @ ° @ e

cisco

System Tenants Fabric Virtual Networkina 1 4-1 7 Services Admin Onerations Anns Intearations

Create Subnet [ Tx]
Create L 1P Address: 0.0.0.0/0
Name: Default-Route
Exter; Route Control
[ Export Route Control Subnet Agg OSPF Route Summarization Policy
The L:
[ — for ap [ shared Route Control Subnet
= = fabric. [ Aggregate Shared Routes
VRFs
Route Control Profile: +
Name Direction
Default €
ubnets
IP Address Route control is used for filtering external routes advertised out of the fabric, allowed into the fabric, or leaked to other VRFs within the fabric.
External EPG classification

[ External Subnets for External EPG
[ Shared Security Import Subnet

External EPG classification is used to identify the external networks associated with this external EPG for policy enforcement (Contracts).

14. Click OK to complete creating the subnet.

alfi. APIC admin e o

cisco

Admin Operations Integrations

System Tenants Fabric Virtual Networking L4-L7 Services Apps

ALL TENANTS | Add Tenant | Tenar ch: (IR | common | HXV-Foundation | mgmt | HXV-App-A | infra
common Create L30ut o@

> Quick 1. Identity 2. Nodes And Interfaces 3. Protocols 4. External EPG

Bl common
= Application Profiles

External EPG

The L30ut Network or External EPG is used for traffic classification, contract associations, and route control policies. Classification is matching external networks to this EPG
for applying contracts. Route control policies are used for filtering dynamic routes exchanged between the ACI fabric and external devices, and leaked into other VRFs in the

fabric.

Name: | Default-Route
Provided Contract: . common/Allow-She - (G
Consumed Contract: | select a value

Default EPG for all external networks: [

w +

IP Address Scope Name Aggregate Route Control Profile Route Summarization
Policy
0.0.0.0/0 External Subnets for the Extern...  Default-Route
Shared Security Import Subnet
Shared Route Control Subnet

Previous Cancel

15. Click Finish to complete the L30ut connectivity in Pod-1.
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Configure External Gateways in the Outside Network

This section provides a sample configuration from the external Layer 3 Gateways routers that connect to Pod-1.
The gateways are in the external network and peer using OSPF to two ACI border leaf switches in Pod-1. Nexus
7000 routers are used as External gateway routers in this design, but other Cisco models can also be used.

‘ﬁ The gateway configuration provided in this section is not the complete configuration - only the relevant
portions are included below.

Enable Protocols

The protocols used between the ACI border leaf switches and external gateways have to be explicitly enabled on
Nexus platforms used as external gateways in this design. The configuration to enable these protocols are
provided below.

Table 12 Protocols Enabled

~ AA-West-Enterprise-1 AA-West-Enterprise-2
EE (GW-1) (GW-2)
% c
(Cx] feature ospf feature ospf
TEHE feature interface-vlan feature interface-vlan
g%ﬂ feature lacp feature lacp
S feature 1ldp feature 1lldp

Configure OSPF

OSPF is used between the external gateways and ACI border leaf switches to exchange routing between the two
domains. The global configuration for OSPF is provided below. Loopback is used as the router IDs for OSPF. Note
that interfaces between ACI border leaf switches will be in OSPF Area 10.

Table 13  Routing Protocol Configuration on External Gateways

AA-West-Enterprise-1 AA-West-Enterprise-2
(GW-1) (Gw-2)
l-.|
3 interface loopback( interface loopback0
E‘? description RID for OSPF description RID for OSPF
gg ip address 13.13.13.38/32 ip address 13.13.13.39/32
== ip router ospf 10 area 0.0.0.0 ip router ospf 10 area 0.0.0.0
53
S-E router ospf 10 router ospf 10
S router-id 13.13.13.98 router-id 13.13.13.9%
area 0.0.0.10 nssa no-summary no- area 0.0.0.10 nssa no-summary no—
redistribution default-information-originate redistribution default-information-originate

Configure Interfaces

The interface level configuration for connectivity between external gateways and ACI border leaf switches in Pod-
1 is provided below. Note that interfaces to ACI are in OSPF Area 10 while the loopbacks and port-channels
between the gateways are in OSPF Area O.
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Table 14

AA-West-Enterprise-1

(GW-1)

Interface Configuration - To ACI Border Leaf Switches

AA-West-Enterprise-2
(GW-2)

External Gateway Configuration - Pod-1

interface Ethernetd4/la
description To AA11-9372PX-WEST-1:Ethl/47
no shutdown

interface Ethernetd/16.311
encapsulation dotlg 311
ip address 10.113.1.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

interface Ethernet4/20
description To AA11-9372PX-WEST-2:Ethl/47
no shutdown

interface Ethernet4/20.313
encapsulation dotlg 313
ip address 10.113.2.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

interface Ethernetd/1é
description To AR11-9372PX-WEST-1:Ethl/48
no shutdown

interface Ethernet4/16.312
encapsulation dotlg 312
ip address 10.113.1.6/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdown

interface Ethernetd/20
description To AA11-5372PX-WEST-Z2:Ethl/48
no shutdown

interface Ethernet4/20.314
encapsulation dotlg 314
ip address 10.113.2.6/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10
no shutdewn

The configuration on the port-channel with 2x10GbE links that provide direct connectivity between the external
gateways is provided below.

Table 15

External Gateway Configuration - Pod-1

AA-West-Enterprise-1
(GW-1)

interface port-channell3
description To AAl11-7004-2-AA-West-Enterprise-2
ip address 10.113.98.1/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0

interface Ethernet4/13
description To 2A11-7004-2-AR-West-Enterprise-2:Eth4/13
channel-group 13 mode actiwve
no shutdown

interface Ethernet4/17
descripticn To AA11-7004-2-AA-West-Enterprise-2:Ethd4/17
channel-group 13 mode actiwve
no shutdown
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AA-West-Enterprise-2
(GW-2)

interface port-channell3

description To AAl11-7004-1-AA-West-Enterprise-1
ip address 10.113.98.2/30

ip ospf network point-to-point

ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.0

interface Ethernet4/13

description To AA11-7004-1-AA-West-Enterprise-1:Eth4/13
channel-group 13 mode active
no shutdown

interface Ethernet4/17

description To AA11-7004-1-AA-West-Enterprise-1:Eth4/17
channel-group 13 mode active
no shutdown
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Solution Deployment - ACI Fabric (Multi-Pod)

The active-active data centers leverage a Cisco Multi-Pod ACI fabric design to extend the ACI fabric and the
stretched cluster across two data centers to provide business continuity in the event of a disaster. The ACI Pods
can be in the same data center location or in different geographical sites. This design assumes the two Pods are

in two different geographical locations that was validated in the Cisco labs using a 75km fiber spool to interconnect
the data centers.

This section provides detailed procedures for setting up a Cisco ACI Multi-Pod Fabric. An Inter-Pod network is first
deployed to provide connectivity between data centers, followed by an ACI fabric to provide network connectivity
within the second data center. The ACI fabric deployed in this section will serve as the second Pod or site (Pod-2
or Site B in Error! Reference source not found.) in the ACI Multi-Pod fabric. The two data centers will connect to
the Inter-Pod network through the ACI fabric in each Pod, specifically the spine switches in Pod-1 and Pod-2.
This will provide end-to-end reachability between the endpoints in the two data centers. The nodes in the
HyperFlex stretched cluster that are located in both Pods will now have reachability through the Inter-Pod
network.

The deployment procedures in this section assumes that the first Pod or site (single-site ACI fabric) is already
running and operational. This section will focus on the second Pod or site and the inter-pod network that
interconnects them.

Prerequisites

Before an ACI Multi-Pod fabric can be deployed, the ACI fabric in Pod-1 should be fully functional and running
with spine switches, leaf switches and APICs.

Topology

The figure below shows the Inter-Pod network (IPN) and the connectivity from each Pod to the IPN.

Figure 10 ACI Multi-Pod Fabric

T | =
AA11-9364C-HEST-1 BBEO06-9364C-HEST-1
AC| Spine Node ID: 111 AR11-931B0YC-EX- OSPF Area 0 BBO6-931B0Y¥C-EX- ACI Spine Node ID: 211
Router ID: 13.13,13,11 WEST-TBN-1 HEST-TEN-1 Router ID: 14.14.14.11
== . RouteriD;13,13,13,91 Router ID: 14,14, 14, 91_ o =]
~ —

| 10.114.12.0/30 | ’
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AC! Spine Node ID:; 112 WEST-IFN-2 WEST-IPN-2 AC| Spine Node ID: 212
Router|D: 13.13.13,12 Router ID: 13.13.13. 92 Router ID: 14.14.14.92 Router ID: 14.14.14,12
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The connectivity between IPN switches use 10GbE links and 40GbE links from spine switches to the IPN in each
Pod. Multiple nodes and links are used from each Pod to IPN and between IPNs to provide multiple redundant
paths between Pods for load-balancing and redundancy.

Deployment Overview

A high-level overview of the steps involved in deploying an ACI Multi-Pod fabric is summarized below.

Physical Connectivity

Complete the physical connectivity within the Inter-Pod Network (IPN) to provide connectivity between
Pods or sites.

Deploy Spine switches, Leaf switches and APIC(s) in the second ACI Pod. In this design, the third node in
the 3-node APIC cluster is deployed in Pod-2. For discovery and auto-provisioning of the fabric in a new
Pod, a Spine switch must have at least one link up to a Leaf switch. Spine switches will learn that a Leaf
switch is connected through LLDP, which is enabled by default.

Complete the physical connectivity to connect Spine switches to the IPN in each Pod. It is not necessary to
connect all Spines in a Pod to the IPN. For redundancy, at least two Spines in each Pod should be
connected to the IPN. The connected Spine switches will be seen as equal cost paths to that Pod’s TEP
addresses so connecting more Spine switches to the IPN should increase the number of Equal-Cost Multi-
Paths (ECMP) routes for a greater distribution of traffic load.

Deploy Inter-Pod Network (IPN)

(Optional) Configure a VRF for ACI Multi-Pod traffic on all IPN devices and put the relevant interfaces in the
VRF. This isolates the ACI Multi-Pod traffic, IP underlay and the VXLAN overlay network between the data
centers. The IPN can be thought of as an extension of the ACI underlay infrastructure in each Pod. The
underlay is necessary for establishing VXLAN tunnels between leaf switches and spine switches in each
Pod. VXLAN tunnels enable seamless forwarding of Layer 2 and Layer 3 data plane traffic between Pods.
The VXLAN overlay is essential for ensuring that the interconnected Pods function as a single ACI fabric.

Configure Layer 2 encapsulation, Layer 2 protocols (LLDP, CDP), MTU (Jumbo) and IP addressing on
relevant interfaces of the IPN devices that provide connectivity within the IPN, and between the IPN and
Spines in each Pod. The Spine switches will tag all traffic towards the IPN using VLAN 4. Therefore, IPN
devices must be configured for trunking using VLAN 4 on the interfaces connecting to the Spine. Enabling
LLDP (preferred) or CDP on IPN interfaces is recommended for determining which ports connect to which
devices. Encapsulating traffic in VXLAN adds 50 Bytes of overhead so the IPN must set to an MTU that is at
least 50 Bytes higher than the MTU of the traffic being transported across VXLAN in order to prevent
fragmentation. For traffic such as HyperFlex storage and vMotion traffic that use jumbo (9000 Byte) MTU,
the MTU on the IPN should be the jumbo MTU plus 50 Bytes. MTU used in validation is 9216B as it is a
commonly used value for jumbo MTU on many Cisco platforms.

Enable routing within the IPN and on the connections to Spines to advertise TEP pools between Pods. Each
Pod uses a unique TEP pool that must be advertised to the other Pod in order to establish VXLAN Tunnels
from one Pod to the other. The Spines in each Pod that connect to the IPN also use Proxy TEP addressing
that are also advertised to the other Pods. The proxy TEP addressing enables each Spine to advertise equal
cost routes for the Pod subnets to the IPN routers. IPN will use the ECMP to the Spines to distribute traffic
to the Pod subnets. Loopback interfaces are used on IPN nodes are used as the router-id for the routing
protocol. Currently, OSPFv2 is the only routing protocol supported. Note that underlay infrastructure in an
ACI Pod uses ISIS and not OSPF. If the IPN is an extensive L3 network that is already using another routing
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protocol, it is not necessary to use OSPF everywhere in the IPN - it is only necessary between the Spine
switches and IPN devices.

Enable IP Multicast routing using Bidirectional PIM (BIDIR-PIM) to forward Broadcast, Unknown Unicast and
Multicast (BUM) traffic between Pods. This is necessary when endpoints in the same Bridge Domain are
distributed across both Pods, to enable seamless East-West communication between endpoints for multi-
destination or non-unicast traffic. BUM traffic is encapsulated in a VXLAN multicast frame to transport it
within or between Pods. In an ACI fabric, a multicast traffic within each Bridge Domain is sent to a unique IP
multicast group address. The multicast address for the bridge domain is assigned when the bridge domain
is first defined in ACI. The address is allocated from a pool of multicast addresses, known as Global IP
Outside (GIPo) in ACI. To forward BUM traffic between Pods, the IPN needs to support IP multicast,
specifically BIDIR-PIM. In ACI Multi-Pod, when a Bridge Domain is activated within a Pod, an IGMP Join is
forwarded to the IPN to receive BUM traffic from remote endpoints in the same Pod. The multicast address
pool used for BUM traffic for bridge domains that span the IPN can be the same as the infrastructure GIPo
range used within a Pod or different pool can be allocated for this. BIDIR-PIM requires a Rendezvous Point
(RP) to be defined. For RP resiliency, a phantom RP can be used. For distributing the RP load,

Configure DHCP Relay on IPN devices to enable auto-discovery and auto-configuration of Spines and
APICs in Pod-2 from Pod-1.

Setup ACI Fabric for Multi-Pod

The following are the steps involved to set up the ACI fabric for Multi-Pod:

Configure IP connectivity to connect Spine Interfaces to IPN devices in Pod-1.

Configure Routing Protocols (OSPF, BGP) on the Spine Switches. OSPF will provide IP reachability between
Pods, specifically between TEP address pools in each Pod. ACI Fabric will redistribute routes from 1S-1S
used within each Pod to OSPF and vice-versa. This effectively extends the underlay network (VRF overlay-
1 in ACI Fabric) to the IPN. BGP will be used to advertise learned MAC and IP addresses of endpoints and
their locations. The endpoint information is maintained on separate Counsel of Oracle Protocol (COOP)
database on Spine switches on each Pod. Endpoints learned on each local Pod is advertised across the
BGP-EVPN peering between Pods. The peering is directly between Spine switches in the Pods. When
multiple Pods are connected across the IPN, BGP route-reflectors can be deployed in the IPN rather than
direct peering between Pods.

Configure External TEP Addresses for establishing VXLAN tunnels between data centers (across the IPN).

Add a second Pod to the ACI fabric.

Setup Pod-2 Spine Switches, Leaf Switches, and APICs

The high-level steps involved in setting up Pod-2 spine switches, leaf switches, and APIC(s) are:

Configure ACI Fabric access policies to enable connectivity from Pod-1 Spines switches to the IPN.
Configure ACI Fabric Access Policies to enable connectivity from Pod-2 Spines switches to the IPN.
Configure newly discovered Spine and Leaf switches in Pod-2 from the first Pod.

Deploy a third APIC in Pod-2 to form a 3-node APIC cluster to manage the ACI Multi-Pod fabric.

For additional information on a Cisco ACI Multi-Pod fabric, see References section of this document and ACI
product documentation.
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Deployment Guidelines

The following are the deployment guidelines:

IPN must support an MTU of 50 Bytes higher than the MTU used by the endpoints in the deployment. In this
design, the HyperFlex stretched cluster that connects to the ACI Multi-Pod Fabric uses an MTU of 9000
Bytes or Jumbo frames for Storage and vMotion traffic. It is also possible for other (for example,
Management, Applications) traffic in the HyperFlex cluster to use Jumbo frames. In this design, the IPN MTU
is set to 9216 Bytes to keep it consistent with the Jumbo MTU on other Cisco platforms.

ACI Multi-Pod Fabric uses a VLAN ID of 4 for connectivity between Spine Switches and IPN devices in each
Pod. This is system defined and cannot be changed - the IPN devices connecting to the Spines must
therefore be configured to use VLAN 4.

IPN device must support a BIDIR-PIM range of at least /15. First generation Nexus 9000 series switches
cannot be used as IPN devices as the ASICS used on these support a max BIDIR-PIM range of /24.

For auto-discovery and auto-configuration of newly added Spine switches to work, at least one Leaf switch
must be online and connected to the Spine switch in the remote Pod. The Spine switch should be able to
see the Leaf switch via LLDP.

A Multi-Pod ACI fabric deployment requires the 239.255.255.240 (System GIPo) to be configured as a
BIDIR-PIM range on the IPN devices. This configuration is not required when using the Infra GIPo as System
GlIPo feature. The APIC and switches must be running releases that support this feature.

Spine switches from each Pod cannot be directly connected to each other - they must go through at least
one IPN router/switch.

It is not necessary to connect all Spines switches in a Pod to the IPN. If possible, connect at least two Spine
switches from each Pod to the IPN to provide node redundancy in the event of a Spine switch failure. Traffic
Is distributed across all the spine switches that are connected to the IPN so more spine switches can be
connected to distribute the load even further.

Deploy Inter-Pod Network

This section provides the configuration for deploying the switches in the Inter-Pod network that provide
connectivity between data centers. The IPN is not managed by the APIC. IPN can be thought of as an extension of
the ACI fabric underlay. IPN devices must be enabled for L3 forwarding with VRF Lite (recommended), OSPF,
DHCP Relay and BIDIR-PIM. LACP is also required when link bundling is deployed. LLDP is optional but
recommended to verify connectivity to peers and ports used for the connection.

Deployment Overview

The high-level steps involved in the setting up the Inter-Pod Network is as follows:

Complete the physical connectivity to connect IPN devices to Spine switches in each Pod and to remote
IPN devices in the other Pod.

Identify and collect the information required to setup the IPN.
Configure IPN Devices in Pod-1.

Configure IPN Devices in Pod-2.
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Physical Connectivity

Figure 11 illustrates the IPN connectivity between IPN devices and to Spine switches in each Pod. The
connectivity between IPN devices uses 10GbE and 40GbE to Spine switches.

Figure 11
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Configure IPN Devices in Pod-1
Table 16 Pod-1 IPN Configuration

switchaname AAll-9331B0YC-EX-WEST-IFN-1

faeature aspf
feature pim
faatura lacp
faatura dhop
faature lldp

ntp server 172.26.163.254
sarvice dheop
ip dhop relay

vrf context MultiPod-Fabric-West

ip pim rp-address 10.113.0.2 group-list
226.0.0.0/8 bidir

ip pim rp-address 10.113.0.2 group-list
239.255.255.240/28 bidir

ip pim ssm range 23Z.0.0.0/8
vrf context managemsnt

ip route 0.0.0.0/0 172.26.163.254

interface Ethernetl/47

descriptien To FOD-1:AR11-931B0¥C-EX-HWEST-IPH-

2:E1/47
no switchport
mtu 9216
wrf member MultiPod-Fabric-West
ip address 10.113.921.1/30
ip ospf network peint-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/48

descriptien To FOD-Z:BBOG-931B0¥C-EX-HWEST-IPH-

1:E1/48
no switchport
mtu 9216
wrf member MultiPod-Fabric-West
ip address 10.113.81.101/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-moda
no shutdown

interface Ethernetl/43
descripticon To FOD-1:RA11-9364C-1:E1/47
no switchport
mtu 9216
no shutdown

interface Ethernetl/49.4
mtu 9216
ancapsulatioen dotlg 4
vwrf member MultiPFod-Fabric-West
ip address 10.113.11.2/30
ip ospf network peint-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
no shutdown
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switchaname AAl1l1-331B0YC-EX-WEST-IPN-2

faature aspf
featurs pim
faaturs lacp
faature dhop
faaturs lldp

ntp server 172.26.163.254
sarvicae dheop
ip dhop relay

vrf context MultiPod-Fabric-West

ip pim rp-address 10.113.0.2 group-list
226.0.0.0/8 bidir

ip pim rp-address 10.113.0.2 group-list
23%.255.255.240/28 bidir

ip pim ssm range 23Z.0.0.0/8
vrf context managemsnt

ip route 0.0.0.0/0 172.26.163.254

interface Ethernetl/47
description Te FOD-1:RR11-93180¥C-EX-WEST-
IEK-1:E1/47
no switchport
mtu 321¢&
wrf member MultiPod-Fabric-West
ip address 10.113.81.2/730
ip ospf network peint-to-point
ip ospf mtu-ignore
ip reouter ospf 10 arsea 0.0.0.0
ip pim sparse-mods
no shutdown

interfaca Ethernetl/48
description Te BFOD-2:BBOG-93180¥C-EX-WEST-
IEN-2:E1/48
no switchport
mtu 3216
wrf member MultiPod-Fabric-West
ip address 10.113.92.101/30
ip ospf network point-to-point
ip ospf mbtu-ignore
ip reouter ospf 10 arsea 0.0.0.0
ip pim sparse-mods
no shutdown

interface Ethernetl/43

descripticon To FOD-1:2A11-9364C-WEST-1:E1/44

no switchport
mtu 2216
no shutdown

interface Ethernetl/49._4
mtu 3216
encapsulation dotlg 4
vrf member MultiPod-Fabric-West
ip address 10.113.11.&/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip reouter ospf 10 arsea 0.0.0.0
ip pim sparse-maods
no shutdown
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interface Ethernetl/50 interface Ethernetl/ 50
description To FOD-1:RA11-9364C-2:E1/47 descripticon To FOD-1:RA11-9364C-WEST-Z:EL1/48
no switchport no switchport
mtu 9216 mtu 9216

no shutdown no shutdown

interface Ethernetl/50.4 interface Ethernetl/50.4
mtu 9216 mtu 9216
encapsulation dotlg 4 encapsulation dotlg 4
wrf member MultiPFod-Fabric-West vwrf member MultiPod-Fabric-West
ip address 10.113.12.2/30 ip address 10.113.12.&/30
ip ospf network point-to-point ip ospf network point-to-point
ip ospf mtu-ignore ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0 ip reuter ospf 10 area 0.0.0.0
ip pim sparse-modea ip pim sparse-modsa
no shutdown no shutdown
interface mgmtd interface mgmtd
vwrf membar managemsnt vrf member managemsnt
ip address 1T72.26.163.08/24 ip address 172.26.163.93/24
interface loopbackd interface loopbackD
description 0S5PF Reouter-ID description OSFF Router-ID
vwrf member MultiPod-Fabric-West vwrf member MultiPod-Fabric-West
ip address 13.13.13.91732 ip address 13.13.13.8%2/32
ip router ospf 10 area 0.0.0.0 ip reuter ospf 10 area 0.0.0.0
interface loopbackl routar ocspf 10
descripticon To BIDIR-PIM Phantom RP wrf MultiPod-Fabric-West
vwrf member MultiPod-Fabric-West router-id 13.13.13.92
ip address 10.113.0.1/30 log-adjacency-changes

ip ospf network point-to-point
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode

routar ocspf 10

wrf MultiPod-Fabric-Weat
router-id 13.13.13.581

log-adjacency-changes
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Configure IPN Devices in Pod-2
Table 17

Pod-2 IPN Configuration

switchaname BB06-93180YC-EX-WEST-IBN-1
feature ospf
pi=n
lacp
dhep
1ldp

feature
feature
feature
feature

ntp server 172.26.164.254
service dhcp
ip dhcp relay

Multifod-Fabric-West

ip pim rp-address 10.113.0.2 group-list
226.0.0.0/8 bidir

ip pim rp-address 10.113.0.2 group-list
239.255.255.240/28 bidir

ip pim ssm range 232.0.0.0/8
vrf contex:t management

ip route 0.0.0.0/0 172.26.164.254

vrf context

interface Ethernezl/47

description To P0OD-2:8B06-93180YC-EX-WEST-IPN-
12:E1/47

no switchport

ntu 9216

vrf member MultiPod-Fabric-Nest

ip address 10.114.91.1/30

ip ospf network point-to-point
ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.0
ip pim sparse-mode

no shutdown

interface Ethernetl/48
description To POD-1:AAL1-93180YC-EX-WEST-IPN-
1:E1/48
no switchport
ntu 9216
vrf member MultiPod-Fabric-West
ip address 10.113.91.102/30
ip ospf network peint-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernezl/49
description To POD-2:8B06-9364C-1:EL1/47
no switchport
ntu 9216
no shutdown

interface Ethernetl/49.4
[ =mtu 9216
encapsulation dotlg 4

vrf member MultiPod-Fabric-Nest
ip address 10.114.11.2/30

ip ospf network point-to-point

ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.0

ip pim sparse-mode

ip dhcp relay address 10.13.0.1
ip dhecp relay address 10.13.0.2
no shutdown
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switchanane BBOE6-93180YC-EX-WEST-IPN-2

feature
feature
feature
feature

ospf
pim
lacp
dhecp
feature 1lldp
ntp server 172.26.1€64.254
service dhcp
ip dhep relay

vrf context Multifod-Fabric-Kest

ip pim rp-address 10.113.0.2 group-list
226.0.0.0/8 bidir

ip pim rp-address 10.113.0.2 group-list
239.255.255.240/28 bidir

ip pim ssm range 232.0.0.0/8
vrf context management

ip route 0.0.0.0/0 172.26.164.254

interface Ethernetl/47
description To 20D-2:BBOE6-93180YC-EX-WEST-IPN-
1:E1/47
no switchport
mtu 9216
vrf member MultiPod-Fabric-West
ip address 10.114.91.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
ne shutdown

interface Ethernetl/4E
description To POD-1:AAl1-93180YC-EX-WEST-IPN-
2:E1/48
no switchport
mtu 9216
vrf member MultiPod-Fabric-West
ip address 10.113.92.102/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
no shutdown

interface Ethernetl/49
description To P0OD-2:BH0E6-9364C-WEST-1:E1/48
no switchport
mtu 9216
no shutdown

interface Ethernetl/49.4
mtu 9216
encapsulation dotlqg 4
vrf member MultiPod-Fabric-West

ip address 10.114.11.6/30

ip ospf network point-to-point
ip ospf mtu-ignore

ip router ospf 10 area 0.0.0.0
ip pim sparse-mode

ip dhcp relay address 10.13.0.1
ip dhcp relay address 10.13.0.2
no shutdown
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interface Ethernetl/50
description To POD-2:BEOE-93E4C-2:ELS48
no switchpeort
mtu 9216
no shutdown

interface Ethernetl/50.4
mtu 9216
encapsulation dotlg 4
wvrf member MultiPod-Fabric-West
ip address 10.114.12.2/730
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-moda
ip dhep relay address 10.13.0.1
ip dhep relay address 10.13.0.2
no shutdown

interface mgmt0
wrf member management
ip address 172.26.164.98/24

interface loopbackD
description OSFF Router-ID
wrf member MultiPod-Fabric-West
ip address 14.14.14.91/732
ip router ospf 10 area 0.0.0.0

interface loopbackl
description BIDIR-FIM Fhantom RE
wrf member MultiPod-Fabric-West
ip address 10.113.0.1/29
ip ospf network point-to-point
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode

router ospf 10
wrf MultiPod-Fabric-West
router-id 14.14.14.91
log-adjacency-changes

interface Ethernetl/50
description To POD-2:BBEOE-93E4C-WEST-2:EL1/48
no switchport
mtu 9214
na shutdown

interface Ethernetl/5D.4
mtu 5214&
encapsulation dotlg 4
wvrf member MultiPod-Fabric-West
ip address 10.114.12.6/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area D.0.D0.0
ip pim sparse-moda
ip dhop relay address 10.13.83.1
ip dhcp relay address 1D.13.4.2
no Ehutdnwnl

interface mgmtl
vrf member management
ip address LT2.26.164.99/24

interface loopbackD
description OSFF Rounter-ID
wvrf mamber MultiPod-Fabric-West
ip address 14.14.14.5%2/32
ip router ospf 10 area D.0.0.0

rovter ospf 10
wrf MultiPod-Fabric-West
router—-id 14.14.14.92
log-adjacency-changes

Enable Connectivity to IPN from Pod-1

The procedures in this section will enable connectivity to the inter-pod network from ACI fabric in Pod-1. In APIC
Release 4.0(1) and higher, ACI provides an Add Pod configuration wizard to enable connectivity from ACI fabric
(Pod-1 and Pod-2) to the inter-pod network. The wizard has changed since its initial release and the procedures
outlined below is based on ACI 4.2 release.

Prerequisites
The Inter-Pod network should be setup before the ACI fabric connectivity to the inter-pod network is configured
using the wizard.

Deployment Overview

The high-level steps for establishing ACI Multi-Pod fabric connectivity across the IPN is shown in the figure below.
This figure is taken from the Overview section of wizard.
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Figure 12 ACI Multi-Pod Fabric Configuration Wizard Overview
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The Inter-Pod Network connects Cisco ACI locations to provide end-to-end network connectivity. To achieve this, spines need IP connectivity
to the IPN. Identify spines and interfaces that will communicate with the IPN. IP configuration is needed for at least one interface per spine.

Routing Protocols

Pod External Location

OSPF is used in the underlay to peer between the physical spines and the IPN. To configure OSPF, you need an OSPF Area ID, an Area Type,
and OSPF Interface Policy specific settings.

BGP is used between physical and virtual pods to exchange overlay connectivity information. This wizard provides default configuration
for BGP peering.

External TEP
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P Connectivity F IP Connectivity
OSPF

Pod Pod

External TEP addresses are used by the physical Pod to communicate with remote locations.
Identify a subnet that is routable across the network connecting the different locationsand that should not overlap with existing TEP pools.

The configuration wizard is executed for each Pod in the ACI Multi-Pod fabric to enable connectivity from that Pod
to the IPN. For each Pod, the wizard configures the following:

e |P Connectivity from spine switches in the Pod to the Inter-Pod network. APIC will take the information
provided through the wizard to configure the necessary fabric access policies on the relevant spine switch
interfaces. The access policies will include all the interface and switch policies and profiles necessary for
enabling IP connectivity to the IPN.

e Routing Protocols to enable IP routing on spine switches in the Pod that connect to the IPN. This includes
OSPF-based underlay network for exchanging routes between the Pods and MP-BGP based overlay
network for exchanging endpoint (IP, MAC) location information using MP-BGP EVPN address families. The
OSPF interface policies for the spine interfaces must be configured ahead of time.

e External TEP addressing for the Pod - this pool will be used to establish VXLAN tunnels between Pods. This
pool is separate from the TEP pool used within a Pod though one can configure it to use the same pool. In
this design, separate pools are used. The VXLAN tunnels enable L2 and Layer 3 forwarding between the
active-active data centers.
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Setup Information

This section provides the setup information for Pod-1 that the configuration wizard will use to enable connectivity
to the inter-pod network from Pod-1.

IP Connectivity

The wizard configures IP connectivity on the spine switches in Pod-1 that connect to the inter-pod network. The
parameters for this configuration are provided in Error! Reference source not found..

Table 18 IP Connectivity Information for Pod-1

Pod Info Value

£
T Pod ID 1
£
§
o TEP Pool 10.13.0.0/16
-9
= |
T | spineiD Interfaces IP Addresses
N
E 111 E1/47 10.113.11.1/30 9216
o
B E1/48 10.113.11.5/30 9216
=
t: 112 E1/47 10.113.12.1/30 9216
8
E1/48 10.113.12.5/30 9216

Routing Protocols

The Routing Protocols section of the wizard provides the routing protocol (OSPF, BGP) configuration on the Spine
switches in Pod-1 that connect to IPN to enable the OSPF based underlay network and MP-BGP based overlay.
The configuration parameters for enabling routing in Pod-1 are provided in Error! Reference source not found.and
Table 20 .

Table 19 OSPF Interface Policy for ACI Fabric to IPN Connectivity
OSPF Interface Policy Network Type

v Advertise subnet

MultiPod-OSPF_IP Point-to-point
v MTU ignore

ACI Multi-Pod

Table 20 Routing Protocols Information for Pod-1

OSPF

-~ Area ID 0

8

E Area Type Regular

4 Interface Policy MultiPod-OSPF_IP

3

2

& s |

Use Defaults

External TEP
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The External TEP section of the wizard provides the address pools that Pod-1 can use for establishing VXLAN
tunnels between Pods. The necessary configuration parameters for Pod-1 is provided in Table 21

Table 21 External TEP Information for Pod-1

External TEP

POD-1 Addressing
External TEP Pool 10.113.113.0/24%*
Data Plane TEP IP 10.113.113.1/32

13.13.13.11
Spine Router ID(s)
13.13.13.12
Spine Loopback ID(s) Same as Router IDs

* POD Specific; Can be a smaller pool — see Wizard for addresses allocated

Deployment Steps

To enable IPN connectivity from Pod-1, follow these steps using the configuration wizard:

1.

2
3
4.
5

Use a browser to navigate to the APIC GUI. Log in using admin account.
From the top navigation menu, select Fabric > Inventory.

From the left navigation pane, expand and select Quick Start > Add Pod.
From the right window, click on Add Pod to run the configuration wizard.

In the Step 1 > Overview section of the wizard, review the provided information, collect the Setup Information
from the previous section and click Get Started.

In the Step 2 > IP Connectivity section of the wizard, specify the Pod ID and Pod TEP Pool for Pod-1. Then for
each Spine switch in Pod-1 that connects to the inter-pod network, specify the Spine 1D and the interface(s)
on that switch that connect to the IPN. For each interface, specify the IP Address and MTU - the MTU
specified must match the MTU on the IPN switch that it connects to. To add more interfaces, click on the [+]
icon to the right of the MTU field. To add more spine switches, click on the [+] icon to the right of the Spine ID.
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afran
cisco

APIC

System

Inventory | Fabric P

Tenants F3

Configure Interpod Connectivity

4. External TEP 5. Confirmation

1. Overview 2. |P Connectivity 3. Routing Protocol

Identify spines by entering their node IDs. For each spine, define the interfaces that are connected to the IPN and provide IPN configuration for
at least one interface for each spine. Multiple interfaces are supported. It is best to have the same MTU set on all spine-to-IPN interfaces.
Configure the IPN to act as a DHCPrelay pointing to Cisco APIC.

STEP 2 > IP Connectivity

Pod Configuration
Pod ID: 1

Pod TEP Pool:  10.13.0.0/16

View existing TEP Pools

Spine ID:
m ~ ® + nterfaces
Interface: IPv4 Address: MTU (bytes):
1/47 10.113.11.1/30 9216 Slm +
Interface: IPv4 Address: MTU (bytes):
1/48 10.113.11.5/30 9216 o @+
Spine ID: _
12 A ® + nterfaces
Interface: IPv4 Address: MTU (bytes):
1/47 10.113.12.1/30 9216 S+
Interface: IPv4 Address: MTU (bytes):
1/48 10.113.12.5/30 9216 Sl +

7. Click Next.

8. Inthe Step 3 > Routing Protocol section of the wizard, for OSPF, leave the checkbox for Use Defaults enabled
and specify the Area ID, Area Type, and Interface policy. For the Interface Policy, select Create OSPF
Interface Policy from the drop-down list.

9. Inthe Create OSPF Interface Policy pop-up window, specify a Name for the interface policy. Specify the
OSPF Network Type and for interface Controls, select the checkboxes for Advertise subnet and MTU ignore.
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bl ApIG Configure Interpod Connectivity

cisco

STEP 3 > Routing Protocol 1. Overview 2. IP Connectivity ing Protocol 4. External TEP 5. Confirr

Inventory | Fabric Pg tamememe==e= MPBGPEVPN == mwuue. ..
L1

System Tenants

cmosm""
e

Inventory e S D
I " A | 1P C
ﬁ ----- ~- OSPFie=memmen=an G )
Pod External Location
Routing Protocols Create OSPF Interface Policy (2 1%
OSPF is used in the underlay to peer between the phys Define OSPF Interface Polic
OSPF interface policy contains OSPF-specific settings g <y
OSPF Area Costby unselecting Use Defaults Name: MultiPod-OSPF_IP
BGP is used between physical and virtual pods to exch Descripdon: | optional
Use
Network Type:  Broadcast N2 SEL  Unspecified
OSPF Priority: |1 <
ArealD: 0

Cost of Interface: unspecified

worwe (e QI oo © @

Advertise subnet
Area Cost: 1 Oeso

B MU ignore
3l [ passive participation

Interface Policy: L se
Fc

n option

Hello Interval (sec): 10 ‘&
Dead Interval (sec): |40 - T
BGP Retransmit Interval (sec): |5 <]
Transmit Delay (sec): |1 C
10. Click Submit to close the window.
171. For BGP, leave the Use Defaults checkbox enabled.
alwl. apjc Configure Interpod Connectivity (1]

cisco

STEP 3 > Routing Protocol 1. Overview 2. IP Connectivity 3. Routing Protocol 4. External TEP 5. Confirmation

waws==-== MPBGPEVPN

System Tenants

Inventory | Fabric Pc

Pod External Location

Inventory

Routing Protocols

OSPF is used in the underlay to peer between the physical spines and the IPN. Configure the OSRErea ID, an Area Type, and OSPF Interface Policy.
OSPF interface policy contains OSPF-specific settings like OSPF network type, interface cost, and timers. Configure the OSRilithentication Keyand
OSPF Area Costby unselecting Use Defaults.

BGP is used between physical and virtual pods to overlay ivi Ci Peering Type, and Peer
Passwordby unselecting Use Defaults.

OSPF
Use Defaults:
AreaiD: | 0 |
Area Type:  NSSAarea Stub area
Interface Policy: | MultiPod-OSPF_IP x |v| @
For sub-intorfaces
BGP

Use Defaults:

Previous Cancel m

12. Click Next.
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13. In Step 4 > External TEP section of the wizard, leave the checkbox Use Defaults enabled. Specify the External
TEP Pool, Data Plane TEP IP and Router IDs for the spine switches in Pod-1 that connect to the IPN.

09

abric 3. Routing Protoco 4. External TEP 5. Confirmatior

Configure Interpod Connectivity

afrafi
cisco

APIC

)3 STEP 4 > External TEP

System Tenants

Inventory | Fabric Pg

.............. MPBGPEVPN v e e muuu,. .
g e
------------------ QOSPF = = w v v e e a e
Pod External Location
External TEP
The physical pod uses external TEP to with remote Configure a subnet that is routable across the network connecting the

different locations. The external TEP pool must not overlap external TEP pools belonging to other pods. The pool size should be between /27 and /22
The pool should be large enough to address all Cisco APICs, all spines, all border leafs, pod-specific TEP addresses, and spine router IDs.

The wizard for pod-specific TEP addresses and spine router IDs from the external TEP pool. Proposed addresses ¢
be modified, but modified addresses must be outside of the external TEP pool.

Use Defaults: [4
Pod: Internal TEP Pool:  External TEP Pool: Data Plane TEP IP:
1 10.13.0.0/16 10.113.113.0/24 10.113.113.1/32
Spine ID: Router ID: Loopback Address:
m 13131311
Leave biank 1o use Router ID
Spine ID: Router ID: Loopback Address:
12 13.13.13.12

Leave biank to use Router ID

14. Click Next. In Step 5 > Confirmation section of the wizard, review the policies created by the wizard.

4. External TEP 5. Confirmation

mél;- Configure Interpod Connectivity

1. Overview 2. Pod Fabric 3. Routing Protocol

. STEP 5 > Confirmation
System

Invent
Here is the list of policies this wizard will create, you can change these names if needed

Inventory

Attachable Access Entity Profiles: Spine111_EntityProfile
Spine112_EntityProfile

multipodL30ut_EntityProfile

Fabric External Routing Profile:
v L3 Domain:

i L30ut:

- Logical Interface Profile:

Logical Node Profile:

Spine Access Port Policy Groups:

VLAN Pool:

Fabric External Connection Policy:

default
multipodL30ut_RoutingProfile
multipodL30ut_RoutedDomain
multipodL30ut

ufP_111

LifP_112

LNodeP_111

LNodeP_112
Spine111_PolicyGroup
Spine112_PolicyGroup
multipodL30ut_policyGroup

multipodL30ut_VianPool

15. You will need this information for troubleshooting and to make changes if needed. For the policies and profiles
that the wizard will create, you also have the option to change the naming scheme at this point.

16. Click Finish to complete the Inter-Pod connectivity for spine switches in Pod-1.
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Deploy ACI Fabric in Pod-2

This section provides detailed procedures for deploying a second Pod (Pod-2) in the Cisco ACI Multi-Pod fabric.
At this stage of the deployment, the first ACI fabric (Pod-1), the Inter-Pod network (non-ACI portion) and the
connectivity from Pod-1 to the IPN has been deployed. In this solution, one of the APICs and half of the stretched
cluster nodes connect to Pod-2.

Deployment Overview

A high-level overview of the steps involved in deploying the second ACI fabric (Pod-2) is summarized below:

e Complete the physical connectivity to connect all the devices in Pod-2. The fabric in Pod-2 should have a
minimum of two Spine switches and two Leaf switches. In this design, a third APIC is also deployed in Pod-
2 which will be setup at a later stage. All cabling for Pod-2, including APIC should be done at this time.

e Complete all out-of-band management connectivity for Pod-2. CIMC management connectivity to the 3
APIC in Pod-2 should also be in place. The solution uses out-of-band management as backup though in-
band management is used in this CVD release to manage the switches and APICs in the ACI fabric, and to
support the Cisco Network Insights tools deployed on a Cisco Application Services Engine cluster. Only one
method is needed though both are used in this solution.

e Deploy spine and leaf switches in Pod-2. The leaf switches are also border leaf switches that enable
connectivity to networks outside the ACI fabric from Pod-2.

e Enable NTP, BGP Route Reflector, Pod policies, and other features necessary to bring this Pod online.

Physical Connectivity

Complete the physical cabling to bring up an ACI Fabric in Pod-1 as shown in Figure 13. The OOB management
for the devices and CIMC management for the 3 APIC (not shown below) should also be completed.

Figure 13 Physical Connectivity Details for Pod-2

Cisco Nexus 9000 Series Leaf Switches

Cisco APIC Cluster
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Deploy Spine and Leaf Switches in Pod-2

Once Inter-Pod connectivity is in place, Pod-2 spine and leaf switches should discoverable by the APIC(s) in the
Pod-1. Once discovered, the APICs in Pod-1 will add the Pod-2 spine and leaf switches to the ACI Fabric. Follow
the procedures outlined in this section to setup and deploy spine and leaf switches in Pod-2.

‘ﬁ All screenshots in this section are from a previous release of this CVD. The previous testbed environment
was upgraded and re-configured for this CVD. Therefore, any screenshots showing the initial install and
setup of the fabric are from the prior CVD release.

Prerequisites
The prerequisites for deploying the spine and leaf switches in Pod-2 are:

e All spine and leaf switches should be running software that is compatible with the release running on the
APICs. Failure to do so can impact the discovery and addition of these switches to the Fabric.

e Spine switches must be connected to at least one Leaf switch before it can be discovered. The spine
switch must be able to see the leaf switch via LLDP.

e Inter-Pod network and connectivity to Pod-1 must be in place.

Deployment Overview
The high-level steps for deploying Pod-2 switches to the ACI Fabric are summarized below:
e Discover and add spine switches in Pod-2
e Discover and add leaf switches in Pod-2
e Configure Qut-of-band and In-Band Management for Pod-2 switches
e Configure NTP for Pod-2 using Out-of-Band Management
e Update BGP Route Reflector Policy with Pod-2 Spine Switches
Setup Information
The setup information for deploying Spine and Leaf switches in Pod-2 are provided in the table below.

Table 22 Leaf Switches in Pod-2

Pod 2
N 00B (0]0]:]
: General Node ID Node Names 0OB Gateway
3 Management EPG Management IP
= Pod ID: 2
8 201 BB06-9372PX-WEST-1 default 172.26.164.117/24 172.26.164.254
£ Role: Leaf
&
E Rack Name 202 BB06-9372PX-WEST-2 default 172.26.164.118/24 172.26.164.254
-

 (Optional): BB06&
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Table 23  Spine Switches in Pod-2

Pod 2

00B 00B

~N

: General Node ID Node Names 0OOB Gatewa

5:5 Management EPG Management IP ¥
£

" Pod ID: 2

g 211 BB06-9364C~-WEST-1 default 172.26.164.119/24 172.26.164.254
B8 .

= Role: Spine

&

£ Rack Name 212 BB06-9364C~-WEST-2 default 172.26.164.120/24 172.26.164.254
i-3 (Optional): BBO6

Add Pod-2 Spine Switches to the ACI Multi-Pod fabric
To discover and add Pod-2 spine switches to the ACI Multi-Pod Fabric, follow these steps:

1.

2
3.
4

Use a browser to navigate to the APIC GUI. Log in using admin account.
From the top menu, select Fabric > Inventory.
From the left navigation pane, navigate to Fabric Membership.

In the right navigation pane, go to the Nodes Pending Registration tab.

dic APIC wnn @ € © ©

Systen Tenants Fabric Virtual Networking L4-L7 Services Adrin Operations Apps

Inventory | Fabric Policies | Access Policies

nventory ® = © | Fabric Membership e e
> C' Quick Start Registered Modes Medes Pending Registration Unrzachable Nedeos Unmanaged Fabric Nodes
53 Topalogy
> @ Pod 2
> @ Pod 1
E Pod Fabrlc Setup Policy O O
4 Fabric Mambership
E= pisabled Interfaces and Decommissioned Unsupported Undiscoverad
B Duplicatz IP Usage 4
G %
Serial Number Pod ID -« Node RL TEP Name Role Supported S3SL Status.
D Pool Model Cenrtificate
FDO2218209G 1 o a spine YES nfa
FDOZ219740 1 "] L] sping YES n/a

5. The newly discovered spine switches in Pod-2 will be listed with a Node ID of ‘0’. Verify that you see the two

spines switches that connect to the IPN.

6. Use the serial numbers to identify the new spine switches . Collect the setup information for this switch.

7. Select the switch from the list. Right-click and select Register.
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dsco” APIC - @ & © ©

Systen  Tenants Fabric Virtual Networking  L4-L7 Services  Admin Operations Apps

Inventory | Fabric Policies:

Inventory ® = o Fabric Membership e e
> Cr culek Stan Registarad Modes Modes Panding Hegistratian Unieachable Nodes Unmanagad Fabric Nodes
€ Tonolagy
s & padz
s B pad

5 padt Fatric Setup Palicy

I 551 Fabric Membership O O

[ visabled Intarfaces and Decommissioned Unsupparted Uncliscaoverecl
1 buplicate I Usags J
|
[0 I3
Serlal Number Pad ID 4 Mode  RLTEP Marne Role Supperted 551 Statug
D Pool Model Certificate
FRO221820036G 1 bl a sping yas nia

I FDOZ213414.0v m s sping yas nfa

Edlil Mode and Rack Mames

Remova From Controller

8. In the Register pop-up window, specify the Pod ID (for example, 2), Node Id (for example, 211), Node Name
for example, BB06-9364C-WEST-1) and Rack Name (for example, BB06).

il AP -~ 0 QOO

System

Tenants

Virtual Networking L4-L7 Services

Admin Operations

Apps

Inventory |

Inventory @® = ©  Fabric Membership e e
> O Quick Start Registered Nodes  Nodes Pending Registration  Unreachable Nodes  Unmanaged Fabric Nades
& Topology
5 & pod 2
> © pod
[ Pod Fabric Setup Policy Register e )
I F Fabric Membersnip Serial Number: FDO221914JV
v S Un overed
[ Disabled Intsrfaces and Decommissioned Pod ID: |2 }%l
= Duplicate IP Usage <
Node ID: 211 Z
| RL TEP Pool: [0 =3 o L %
Serial Number Pod ID B pe [ 5upported SSL Status
Role: [spine v dodel  Certificate
FDO22182Q3G 1 Node Name: [BEDG-9364C-WEST-1 | ‘(es nfa
I FDO2219140V 1 Rack Nare: [BBO6 (site:fabric, building:default, i || (31 s nia

9. Click Register.
10. Switch to the Registered Nodes tab.
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dsco APIC «n @ C§ O ©

System  Tenants Fabric Wirtual Netwarking L4-L7 Services Admin Operations Apps

Inventory |

Inventory ® = © | Fabric Membership e 0
> Cr fQuick Start Registered Modss Modes Pending Registration Unreachable Nodss Unmanaged Fabric MNodes
eb Topclogy
5 6 pod 2
s B pod 1
= Podl Fabric Setup Policy 2 @ 0 Decommissioned 0 & 0 Decormimissioned
® O Maintenance

@ 0 Maintenance

I E Fabric Membership

Leafs o 7 Active Wirtual Leafs & 0 Active
[ Disabled Interfaces and Decommissionad B 0 Inactive @ 0 Inective
= Duplicate IP Usage l
O 2 %~

Serial Number Model Pod ID « Mode ID Name Role IP Status
SALTI400A8K NIK-CO372PX 1 11 AT -8372PH-WE.., leaf 10.13.64.64/32 Active
SAL19400AEG MaK-Ca372py 1 102 ARTT-9372PR-WE... leaf 10.13.184.66/32 Activa
FDO22240VHM MEK-CH364C 1 111 AATT-8384C-WES..  spine 10.13.184.64/32 Active
FRO222400.)8 NIK-CI3E4C 1 11z AATI-D3EAC-WES..  sping 10.13.184.66/32 Active
FDO221814.000 MakK-Ca3640 2 211 BEGE-9364C-WES..  spine 10.14.24.64/32 Active

11. The newly spine switch should be in the registered list. It should transition to Active status after a few minutes.
12. In the right navigation pane, go to the Nodes Pending Registration tab.

o’ APIC < @ Cg O O

Systemn Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric

Inventory ® = © | Fabric Membership Q0
> CF Quick Start Registerad MNodas Medes Pending Registration Unreachable Nodes Unmanaged Fabric Nades
es Topology
> 8 rod2
> @ Pod 1

B Pod Fabric Setup Palicy
I 53 Fabric Membership O O

[ Disabled Interfaces and Decommissionad Unsuppartad Undiscoverad

B ouplicate 1P Usage

o & s
. Serlal Number Pod ID + Node RL TEP Mame Role Supported SSL Status .
I} Pool Model Cartificata
FRO22182090G 1 o o spine YES nia
SALT913CJKR 1 [+] o] lzaf YES nia
SAL19T4CNA2 1 (+] 1] lzaf Yes nia

13. Select the next spine switch and repeat the above steps to register the switch. Note that you may start seeing
the newly discovered leaf switches in Pod-2 - these will be added after the spine switches .
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o’ APIC - @ € O ©

Virtual Networking

System Tenants

L4-L7 Services Admin Operations

Apps

Inventory

Inventory ® = © | Fabric Membership e 0
> C’ Quick Start Registered Nodes Nodes Pending Registration Unreachable Nodes Unmanaged Fabric Nodes
eb Topology
> @ Pod2
> Pod 1 K
® Register (]
& Pod Fabric Setup Policy
Serial Number: FDO22182Q9G O
() =
A A Pod ID: [2 B o a
& Disabled Interfaces and Decommissioned neiscovera
3 ~
& Duplicate IP Usage : Nodg l: |212 H
aEmm———
RL TEP Pool: [0 7
= Role: Isoine IV[ — -
Serial Number ole Supported SSL Status
Node Narme: |BE0G-9384C-WEST-2 | Mot T ettfcat

0022182096 | ine S nfa:
I_, & Rack Name: [BBOS (site:fabric, building:defautt, i v| (3 B i .

SAL1913CJXR zaf yes nfa

SAL1914CN42

zaf Ves nia

14. Both Pod-2 Spine switches will now show up under the Registered Nodes tab.

o APIC = Q@ C§ O O

System  Tenants Fabric Virtual Networking L4-L7 Services ~ Admin Operations Apps

Inventory | Fal

Inventory ® = © | Fabric Membership 0
> CF Quick Start Registorad Nedes Modes Pending Registration Unreachable Nodes Unmanaged Fakric Modes
@ ropoiogy
=
> @ Pod 1
H Pod Fabric Sstup Palicy 2 @ 0 Decommissioned O @ O Decommissioned
I = @ U Malntenance @ O Malntenance
Fabric Mambershi
LB Leafs 2 acrue Virtual Leafs  ® 0 Active
B Disabled Interfaces and Decommissionad @ 0 Inactive @ 0 Inactive
B Duplicate IP Ussge |
o * %
Serfal Number Madel Pod 1D « Node D Name Role P Status
SALTBA00AAK MEK-CO372FE 1 101 AATT-9372FR-WEST-1 leaf 10.13.64.64/32 Active
SALTRANOAES MEK-CO3TIEY 1 102 AAIT-9372EX-WEST-2 leaf 10.12.184.66/32 Artive
FOOE2240VHM MEK-CO354C 1 111 AA11-8364C-WEST-1 sping 10.13.184.64/32 Active
FDOZ222400V)8 MEK-CE354C 1 112 AA11-9384C-WEST-2 sping 10.13.184.65/32 Active
FDO2219140% MEK-CO354C 2 211 BEOG-9364C-WEST-1 sping 10.14.24 64/32 Activa
FDO2218208G MEK-Co3g4c 2 212 BEDG-93640-WEST-2 sping 10.14.24 655(32 Diseovearin

15. In the Nodes Pending Registration tab, you should now see all the leaf switches that were discovered as a
result of registering the Spine switches that they connect to.

Upgrade Firmware on Spine Switches in Pod-2 (Optional)
To upgrade the firmware on the spine switches in Pod-2, follow these steps:
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1. From the top menu, navigate to Admin > Firmware.

2. Select the tabs for Infrastructure > Nodes.

3. Check the Current Firmware version column for the newly deployed Spine switches to verify they are
compatible with the APIC version running.

4. If an upgrade is not required, proceed to the next section but if an upgrade is required, use the product
documentation to upgrade the switches.

Add Pod-2 Leaf Switches to the ACI Multi-Pod fabric

To discover and add the leaf switches in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.

From the top menu, select Fabric > Inventory.

2
3. From the left navigation pane, navigate to Fabric Membership.
4

In the right navigation pane, go to the Nodes Pending Registration tab.

et APIC

Systemn Tenants Fabric Virtual Networking

Inventory | Fabric Palicies

> O» Quick Start

L4-L7 Services

Inventory ® = © | Fabric Membership

admin

Admin Operations Apps

Registered Nodes Modes Pending Registration Unreachable Nodes Unmanaged Fakric Modes

OGO O

e0

ea Topolagy
> @ Pod2
> & pod1
B pod Fatyic Setup Palicy

I 4 Fabric Mamizership

0

0

3 Dissbled Interfaces and Decommissioned Unsupparted Undiscavared
B Duplicate 1P Usags il
a
i
(ORI £
Saral Number Pod ID 4 Noda RL TEP Mame Rola Supported  SSL Status
I} Pool Modal Cartificate
SAL1913CUXR 1 a o leaf yes nfa
SAL1914CH42 1 ) o lzaf yos nfa

5. The newly discovered Leaf Switches will be listed with a Node ID of ‘0’. Note that the switch’s Role is leaf.

6. Use the serial numbers to identify the new Leaf switch. Collect the setup information for this switch.

7. Select the first leaf switch in the list. Right-click and select Register.
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N
clsco

Systam

APIC

Tenants

Fabric

L4-L7 Services

Admin

Virtual Networking

Operations

Inventory |

Fabric Policies

Access Policies

Inventory
» C» Quick Start
es Topology
> & Pod 2
> & pod 1

I B4 Fatbric Membearship

B2 puplicate IP Usage

Gf-lo

[ES Pod Fabric Setup Palicy

EH visatiled Interfaces and Decommissioned

Fabric Membership

Registered MNodes

Apps

Modas Perding Registration

i @ L2 O O

© 0

Unreachabla Nodes Unmanaged Fabric Nodes

0

Edit Nede and Rack Mames

Remave From Gonlroller

Unsupported
a <
Serial Number Pod ID « Node REL TEP MName Role
[+] Pool
I SALT913CIXR a a leaf
Reglster
SAL1914CM42 1] leaf

0

Undiscoverad

0 2 %
Supported S5L Status
Model Certificate
Ves nia
YES nfa

8. In the Register pop-up window, specify the Pod ID (for example, 2), Node Id (for example, 201), Node Name
for example, BB06-9372PX-WEST-1) and Rack Name (for example, BB06).
Al APIC = @ €§ © @
System Tenants Fabric Virtual Metwarking L4-L7 Services Admin

Inventory |

Inventary
> Cr Quick Start
@ Tapolagy
5 B Podz
> B Pad
ES Pad Fabric Setup Palicy

I 4 Fabric Membarship

Fabric Policies |

(o]

G—-_

Cperations

Access Policies

Fabric Membership

Registarad Nodes

Apps

Modes Pending Registration

Register

Sarial Mumber: SAL1913CIXR

=l Dissbled Interfaces and Decommissioned Ped ID: |2 |'C
B Duplicate IP Usage Mode IC: !201 l%
| RLTEPPoo[0 &
. Serial Number Role: :'eaF |v

Node Name: |BEOS-2372PX-WEST-1 |

I SAL1913CIXR

Rack Nama
SAL19140CNAZ

: IBB(‘)ﬁ {sitefabric, building:default, ﬂ|v; @

e

© 0

Unreachable Nodes Unmanaged Fabric Nades

0

Undiscaverad

O .
Supported S5L Status.
Model Certificate
yes nfa
yas nfa

9. Click Register.

10. Switch to the Registered Nodes tab and the newly configured leaf switch should now show up in the

registered list. It will transition to Active after a few minutes.
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cIsco APIC

System  Tenants Fabric

Fabric Poli

Inventory |

Inventory
> C» Quick Start
ea Topelogy
> B rodz
> & pod
= Pod Fabric Setup Policy
I 4 Fatric Membership
ES1 Disabled Ineraces and Decommissioned

S Duplicate IP Usage

Virtual Networking

Access Pol

L4-L7 Services

Fabric Membership

Adrmin

Registored Modes

Cperations

Apps

Modes Pending Registration

o @ €GO O

Unreachable Modes

©0

Unmanaged Fabric Modes

& 0 Mainlenance

® () Decommissionad

8 0 Decommissioned

0

® 0 Maintenance

Leals ® 3 Actha Virlual Leals @ 0 Acthe
® 1 Inactie ® [ Inactive
= -
G & %

Searial Number Model Pod ID « Node D Name Role P Status
SALt S400488% MIK-CO372PX 1 101 AAT1-5372PX-WEST-1 leaf 10.13.64.64/32 Active T

5AL19400AEG MIK-CE37ZRX 1 102 AXTT-037 ZPX-WEST-2 leaf 10.13.184.66/32 Active

FDO222a00MHM NGK-CEH3640 1 111 AAT1-8364C-WEST-1 sping 1013184 64/32 Active

FDO222400MJ8 MIK-CE384C 1 112 AAT1-8364C-WEST-2 spine 10.13.184.65/32 Active

I SAL1913CIXR NOK-CH3TZFY 2 201 BEQE-937ZPX-WEST-1 leaf 10.14.32.64/32 Active

FOO2218140 MNEK-CH3840 2 211 BEOB-5364C-WEST-1 spine 10.14.24.64/32 Active
FDO2218205G MIK-CE354C 2 212 BBOG-9364C-WEST-2 spine 10.14.24.65/32 Active U

11. In the right navigation pane, click the Nodes Pending Registration tab.

12. Select the next leaf switch in the list and repeat steps 1-10 to register the switch.

dlral
cisco

APIC

Systemn Tenants Fabric

Fabric Policies

Inventory |

Virtual Netwarking

L4-L7 Services

Admin

Cperations

Apps

wn @ € O O

Inventory
> CP Quick Start
@ Topology
=N F)
> ) pod 1
S Pod Fabric Setup Palicy
I 4 Fabric Membership
=l Disabled Interfaces and Decommissioned

S Duplicate IP Usage

Fabric Membership

Registarad Nodes

Modes Pending Registration

Unreachable Nodes

© 0

Unmanzged Fabric Nodes

—
.|

Serial Number

I SAL19T4ACNAZ

Register

Serial Mumber: SAL1914CN42

Pod Iv:

Made 1Dt

RL TEP Paool:

Role:

Node Nama:

Rack Name:

: g
202 Z]
o (&
Icaf [~

0

Undiscovarad

BBOG-9372FX-WEST-2

BECE {site:fabric, building:defautt, fl | v| @

®
Supported SSL Status
Model Certificate
yes na

FRTE

13. All registered Leaf switches will show up under the Registered Nodes tab.
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NI
clsco

Systemn

APIC

Tenants

Wirtual Networking

LA4-L7 Services

Admin

Operations

Apps

w @ GO O

Inventory

Fabric P

Inventory |

5 Policies

® = © | Fabric Membership © 0

> C» Quick Start Registerad Modes Modes Pending Registration Unreachable Nodes Unmanaged Fabric Modes

es Tepology
5 B pod 2
s @ podn
E Pod Fabric Setup Pelicy 4 ® 0 Decormmibssloned O @ 0 Decommissloned
= ® 0 Maintcnance ® 0 Maintcnance
Fabric Membarshi . : !
abric Membership Leafs ® 4 Active irtual Lea’s @ 0Active
S Disabled Interfaces and Decommissioned ® 0 Inactive ® 0 Inactive
B Cuplicate IP Usags
C -}
[ o2 %
A
i Serlal Number Model Pod ID « MNode ID MName Role P Status
SALT9L00AAX NIK-CE372PX 1 101 AN T-9372PX-WEST-1 leaf 10.13.64.64(32 Active
SALT9400AEG MAK-CO372P 1 102 AAT1-9372FX-WEST-2 lcaf 10.13.184 86/32 Active
FDO22240WHM NIK-CO364C 1 111 AATT-93640-WEST-1 sping 10,132,184 64/32 Active
FDOZ2240018 MAK-CE384C 1 112 AA11-9364C-WEST-2 spine 10.13.184 85/32 Active
SALTQ1ECUNR NIK-CHE7ZPX 2 201 BBOG-F372FX-WEST-1 leaf 10.14.32.64/32 Aative
SAL1914CN42 MAK-CE372P 2 202 BBOG-9372PX-WEST-2 lcaf 10.14.32.65/32 Active
FDO22197400 NAK-CHIa40 2 n BBOA-F3640-WEST-1 Spine 10.14.24. 6432 Active
FDO2218209G MAK-CE384C 2 212 BBOS-9364C-WEST-2 spine 10.14.24.65/32 Active

Upgrade Firmware on Leaf Switches in Pod-2 (Optional)

To upgrade the firmware on the leaf switches in Pod-2, follow these steps:

1.
2.

From the top menu, navigate to Admin > Firmware.
Select the tabs for Infrastructure > Nodes.

Check the Current Firmware version column for the newly deployed Leaf switches to verify they are
compatible with the APIC version running.

If an upgrade is not required, proceed to the next section but if an upgrade is required, use the product
documentation to upgrade the switches.

Configure Out-of-Band and In-Band Management for Pod-2 Switches

To configure out-of-band and in-band management for Pod-2 Spine and Leaf switches, follow these steps using
the setup information in Table 22 and Table 23

1.
2.

Use a browser to navigate to the APIC GUI. Log in using admin account.
From the top menu, select Tenants > mgmt.

From the left navigation pane, expand and select Tenant mgmt > Node Management Addresses > Static Node
Management Addresses.

Right-click and select Create Static Node Management Addresses.

In the Create Static Node Management Addresses pop-up window, specify a Node Range (for example, 211-
212), for Config: select the box for Out-of-Band Addresses and In-Band Addresses.

In the Out-of-Band Addresses section of the window, for the Out-of-Band Management EPG, select default
from the drop-down list.

101



Solution Deployment - ACI Fabric (Multi-Pod)

10.
11.
12.
13.
14.
15.

Specify the Out-of-Band Management IPv4 Address for the first node in the specified node range.
Specify the Out-of-Band Management IPv4 Gateway.

In the In-Band IP Addresses section of the window, for the In-Band Management EPG, select an EPG, for e.g.
In-Band_EPG or select Create In-Band Management EPG from the drop-down list to create a new EPG.

Specify the In-Band Management IPv4 Address for the first node in the specified node range.
Specify the In-Band Management IPv4 Gateway.

Click Submit to complete.

Click Yes in the Confirm pop-up window to assign the IP address to the range of nodes specified.
Repeat steps 1-13 for the leaf switches in Pod-2.

The switches can now be accessed directly using SSH.

Configure NTP for Pod-2

To configure NTP for Pod-2, follow these steps using the setup information provided below:

ok~ W

NTP Policy Name: Pod2-West-NTP_Policy
NTP Server: 172.26.164.254
Management EPG: default (Out-of-Band)

Use a browser to navigate to the APIC GUI. Log in using admin account.
From the top menu, select Fabric > Fabric Policies.

From the left navigation pane, navigate to Policies > Pod > Date and Time.
Right-click and select Create Date and Time Policy.

In the Create Date and Time Policy pop-up window, specify a Name for Pod-2’s NTP Policy. Verify that the
Administrative State is enabled.
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alua]n it
cisco. APIC i @ a @ @
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps
il B Create Date And Time Policy (21 _
Policies G = € sTEP 1> Identity 2 TF Servers © 0
Cr quick Stan Specify the information about the Date/Time Policy @ 2 S
~ [ Pods Name: |Pocz-West-NTP_Policy |
» [ Policy Groups Description: ©0o0al
» B4 Profiles
v |l Gl Administrative State: | disabled  |NCEAEAE:
> B Modules
» Bl Interfaces Server State: enabled
~ [ Policies Authentication State: enabled
~ [ Pod
I ~ [551 Date and Time
> B Palicy Fabric2_Policy
> B Policy Pad1-west-NTP_Pol...
> B policy defaut
B defaun
> [ snmp
> [ Management Access
B 1sis paiicy cefaur Previous

6. Click Next.

7. InStep 2 > NTP Servers, add NTP server(s) for Pod-2 using the [+] to the right of the list of servers.

8. In the Create Providers pop-up window, specify the Hostname/IP of the NTP server in the Name field. If
multiple NTP Providers are being created for Pod-2, select the checkbox for Preferred when creating the
preferred provider. For the Management EPG, select default (Out-of-Band) from the drop-down list.

afralee
dseo’ APIC win @ O O O
T Fab - .
System _Tenants BREY o ate Date And Time Policy [2Yx)
Inventory |  Fabric Polig _
STEP 2 > NTP Servers 1ikdentty
Policies ( Create Providers (21X] ©0
C> Quick star Specify the information about the NTP Server 0 L %
v B Pods Name: 172.26.164.254 &
> [ Policy Groups Description: [optiona
> [ Profiles
> [l switches Preferred: ]
> & Modules Minimum Poliing Interval: 4 8
> [ Interfaces Maximum Poliing Interval: 6 2
v [ Poiicies Management EPG: | default (Out-of-Band) [v| @
v [ Pod
I > Il Date and Time
> [ sNmp
> & Management Access
B 1sis Paticy default
> & switch
> [ Interface
> B3 Gova
> ESl Manitarinn
9. Click OK.

103



Solution Deployment - ACI Fabric (Multi-Pod)

10. Click Finish.

‘ﬁ The NTP policy is not in effect until it is applied using a Pod Profile.

Update BGP Route Reflector Policy for Pod-2

In an ACI fabric with multiple Spine switches, a pair of Spine switches are configured as Route Reflectors (RR) to
redistribute routes from external domains into the fabric. In a Multi-Pod ACI fabric, each Pod has a pair of RR
nodes. This section provides enabling the RR functionality on Spine switches in Pod-2.

To enable BGP Route Reflector functionality on Spine switches in Pod-2, follow these steps using the setup
information provided below:

e BGP Route-Reflector Policy Name: default
e Pod-2 Spine ID: 211,212

1. Use a browser to navigate to the APIC GUI. Log in using admin account.
From the top menu, select System > System Settings.

From the left navigation pane, navigate to BGP Route Reflector.

~ wn

In the right windowpane, in the Route Reflector Nodes section, click the [+] on the right to Create Route
Reflector Node.

5. In the Create Route Reflector Node pop-up window, for Spine Node, specify the Node ID (for example, 211)
for the first Spine in Pod-2.

e ARIC o

System [RCHENS Fabric Virtual Networking ~ L4-L7 Services ~ Admin  Operations Apps

QuickStart. | Dashboard: |' Controllers. || System Settings | SmartLicensing | Faults | ConfigZones | Events | Auditlog | Active Sessions

System Set (® & @ | BGP Route Reflector Policy - BGP Route Reflector
> [ Quota

E APIC Connectivity Preferences

Bl System Alias and Banners @ v (O]

Bl Giobal AES Passphrase Encrypt D

Bl 80 Enforced Exception List Name: default

Bl Fabric Security Description: |optiona

E Control Plane MTU

B Endpoint Controls Autonomous System Number: zgl i;

E Fabric Wide Setting Route Reflector Nodes:

B Port Tracking Pod ID Node ID Node Name Description

B system Global GPo 1 111 AA11-9364C-WEST-1 Spine-1 In Pod-1

Bl APIC Passphrase

| B Create Route Reflector Node (21}
BGP R Refi
E = Po:e s Specify route reflector node EP id
0l
e Spine Node: | 211 ‘v‘ L]

E Load Balancer

Description: Spine-1in Pad-2
E Precision Time Protocol

6. Click Submit.
7. Repeat steps 1-6 to add second Spine in Pod-2.

8. You should now see two Spines as Route Reflectors for each Pod in the deployment.
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dees APIC «n @ @G © ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations. Apps

QuickStart | Dashboard | Conwollers | System Settings | Smart Licensing | Faulis | Config Zones | Events | Auditlog | Active

System Set (® = © | BGP Route Reflector Policy - BGP Route Reflector @00
> B quota Policy Faults History
B aric connectivity Preferences -
B sysiem aias and Banners &) 2 o O o+ %
E Global AES Passphrase Encrypt Properties
E BD Enforced Exception List MName: default
Bl Fabric Security Deseription: [cetional
B control Plane MU
Bl Endgaint Controls Autonomous System Number; | 201 :C
E Fabiic Wide Setting Route Reflector Nodes: +
Bl rort Tracking Pad 1D hode I Moda Name Description
B sysiem Giobal GiPo 1 m AA11-G3B4C-WEST-1  Spine-1in Pod-1
Bl ARIC Pasephraze I 1 1z AA1-0364C-WEST-2  Spine-2in Pod-1
I B BeP Routa Reflecior i 2 211 BBO6-9364C-WEST-1  Spine-1 in Pod-2
Bl coop Group 2 212 BBOG-9364C-WEST-2 Spine-2 in Pod-2
E Load Balancer
E Precision Time Protocol
External Route Reflector Nodes: +
Pad 1D Mode ID Mode Name Description

No items have been found.
Select Actions to create a new item.

Show Usage Reset Submit

Update Pod Profile to Apply Pod Policies

In ACI, Pod Policies (for example, BGP Route Reflector policy from previous section) are applied through a Pod
Profile. A separate Pod Policy Group is used to group policies for each Pod and then they are applied using the
Pod Profile. In this design, different NTP servers are used in each Pod. This policy is applied to Pod-2 policy group
and then applied to the Pod Profile. A single Pod Profile is used to apply Pod policies for both Pod-1 and Pod-2.
This section explains how to apply Pod Policies to Pod-2.

Setup Information
e Pod Policy Group for Pod-2: Pod2-West PPG

e Pod Selector Name for Pod-2: Pod2-West
e Pod Profile: default
e |Dfor Pod-2: 2

e Names of Pod Policies to be applied: Pod2-West-NTP_Policy

Deployment Steps

To apply Pod policies on Spine switches in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.

2. From the top menu, select Fabric > Fabric Policies.
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3. From the left navigation pane, navigate to Pods > Policy Groups.
4. Right-click and select Create Pod Policy Group, click the [+] on the right to Create Route Reflector Node.

5. Inthe Create Pod Policy Group pop-up window, for the Name, specify a Pod Policy Name (for example,
Pod2-West PPG). For the Date Time Policy, select the previously created NTP policy for Pod-2 (for example,
Pod2-West-NTP_ Policy). For the different policies, select the default policy from the drop-down list,
including the BGP Route Reflector Policy that was configured in the previous section.

5 - @0 00
cisco APIC admin
System Tenants Virtual Networking L4-L7 Services Admin Operations Apps
WSS Create Pod Policy Group (2]1%] ]
|
. __| Specify the Policy Group properties
POIICIeS 0 "’fl Name: ‘Pouz-Wesl_PPG o
Q> Quick Start Description: |optional I O & st
v [l Pods SNMP MACsec
Policy Policy
I > &4 Policy Groups Date Time Policy: [Pod2-West-NTP_Policy M@
> [ Profiles ISIS Policy: [default [V @ default
> [ svitches COOP Group Policy: {defauh ]v| i)
> B Modules BGP Route Reflector Policy: default @
> [l interfaces Management Access Policy: { default ]v| @
> [l Policies SNMP Policy: |default [~ @
> Bl Togs MAGCsec Policy: |default [~ @
Click Submit.

From the left navigation pane, navigate to Pods > Profiles > Pod Profile default .

In the right windowpane, in the Pod Selectors section, click the [+] to add a Pod Selector.

© ® N o

In the newly created row, specify a Name (for example, Pod2-West). For Type, select Range. For Blocks,
specify the Pod Id for Pod-2 (for example, 2). For Policy Group, select the previously created Policy Group for
Pod? (for example, Pod2-West PPG).
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] f
dsce’ APIC an @ @ O ©
System  Tenants Fabric Virtual Networking L4-L7 Services Adrmin Operations Apps
nventory | Fabric Policies | Acc
Policies @ & © | Pod Profile - default 00
C» Quick Stant Policy ~ Faults  History
Bl Pods —
» B Policy Groups @ 0 0 O L %~
~ [ Profies Properties
I > E Pod Profile default Mame: default
+ B Switches Deseription: |optional
> [ Madules
» [ Interfaces Pod Selectors: | =F
» B Policies - Name Type Blocks Palicy Group
> [ Tags Pad1-West range 1 Pod1-West_PPG
Pod2-West range 2 Pod2-West_PPG

10. Click Submit to apply the Fabric Policies to Pod-2.

Enable Connectivity to IPN from Pod-2

The procedures in this section will enable connectivity to the inter-pod network from ACI fabric in Pod-2.

Setup Information

This section provides the setup information for Pod-2 that the configuration wizard will use to enable connectivity
to the inter-pod network from Pod-2.

IP Connectivity

The Pod Fabric section of the wizard configures IP connectivity on the spine switches in Pod-2 that connect to the
inter-pod network. The configuration parameters for enabling the IP connectivity is provided in Table 24 .

Table 24 IP Connectivity Information for Pod-2

Pod Info Value

2
>
£ Pod ID 2
v
c
c
8 TEP Pool 10.14.0.0/16
o
I
T | SpinelD Interfaces IP Addresses MTU
=
E 211 E1/47 10.114.11.1/30 9216
S
B E1/48 10.114.11.5/30 9216
3
& 212 E1/47 10.114.12.1/30 9216
o
o
E1/48 10.114.12.5/30 9216

Routing Protocols

The Routing Protocols section of the wizard provides the routing protocol (OSPF, BGP) configuration on the Spine
switches in Pod-2 that connect to IPN to enable the OSPF based underlay network and MP-BGP based overlay.
The configuration parameters for enabling routing in Pod-2 is provided in Table 25 .
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Table 25 Routing Protocols Information for Pod-2

OSPF Interface Policy Network Type

v Advertise subnet

MultiPod-OSPF_IP Point-to-point

°
(<]
e
-

S
2
o
<

v MTU ignore

Area ID

0

Area Type Regular

Interface Policy MultiPod-OSPF_IP

Routing Protocols

Use Defaults

External TEP

The External TEP section of the wizard provides the address pools that Pod-2 can use for establishing VXLAN
tunnels between Pods. The necessary configuration parameters for Pod-2 is provided in Table 26 .

Table 26  External TEP Information for Pod-2

TEP Pool Addressing
a External TEP Pool 10.114.114.0/24%*
w
-
'_:' Data Plane TEP IP 10.114.114.1/32
2 14.14.14.11
= Spine Router ID(s)
14.14.14.12
Spine Loopback ID(s) Same as Router IDs

* POD Specific; Can be a smaller pool — see Wizard for addresses allocated

Deployment Steps

To enable IPN connectivity from Pod-2, follow these steps using the configuration wizard:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.
2. From the top navigation menu, select Fabric > Inventory.

3. From the left navigation pane, expand and select Quick Start > Add Pod.
4. From the right window, click on Add Pod to run the configuration wizard.
5

In the Step 1 > Overview section of the wizard, review the provided information, collect the Setup Information
from the previous section and click Get Started.

6. Inthe Step 2 > Pod Fabric section of the wizard, specify the Pod ID and Pod TEP Pool for Pod-2. Then for
each Spine switch in Pod-2 that connects to the inter-pod network, specify the Spine 1D and the interface(s)
on that spine switch that connect to the IPN. For each interface, specify the IP Address and MTU that should
be used. The MTU specified must match the MTU on the IPN switch that it connects to. To add more
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interfaces, click on the [+]icon to the right of the MTU field. To add more spine switches, click on the [+] icon
to the right of the Spine ID.

{F {]
bl Add Physical Pod 00
cisco APIC v

STEP 2 > Pod Fabric 1. Overview 2. Pod Fabric 3. Routing Protocol 4. External TEP 5. Confirmation
System Tenants
Inventory | Fabric Polic St e G SRS S R MPBGPEVPN == == mvennn S A
Inventor . e
OSPF
(C» Quick Start %
Pod pPod

B AddRe

Bl Add Pod IP Connectivity
eg Topology
@ Pod 1

@ Pod 2 A pod uses a pool of addresses to allocate IPs for spines, leafs, and virtual leafs. This pool is called a TEP pool, and its addresses are distributed
by the Cisco APIC using DHCP. Configure a TEP pool that does not overlap with existing TEP pools.

Every pod in Cisco ACI needs a pod ID. Choose a unique pod ID.

[ Pod Fabric Setup Policy
Il obric Membership The interpod network (IPN) connects Cisco ACI locations to provide end-to-end network connectivity. To achieve this, spines need IP connectivity
[ Disabled Interfaces and Decom IPN.

[ Duplicate IP Usage

Identify spines by entering their node IDs. For each spine, define the interfaces that are connected to the IPN and provide IPN configuration for

at least one interface for each spine. Multiple interfaces are supported. It is best to have the same MTU set on all spine-to-IPN interfaces.
Configure the IPN to act as a DHCPrelay pointing to Cisco APIC.

Pod Configuration
Pod ID: |2 e

Pod TEP Pool: | 10.14.0.0/16
View existing TEP Pools

Spine ID:
211 A % @ Interfaces
Interface: IPv4 Address: MTU (bytes):
1/47 10.114.11.1/30 9216 f\ W +
Interface: IPv4 Address: MTU (bytes):
1/48 10.114.11.5/30 9216 C|@ &
Spine ID:
o e @ ;m Interfaces
Interface: IPv4 Address: MTU (bytes):
1/47 10.114.12.1/30 9216 C| @ @
Interface: IPv4 Address: MTU (bytes):
1/48 10.114.12.5/30 9216 > W +
™ I

7. Click Next.

8. Inthe Step 3 > Routing Protocol section of the wizard, for OSPF, leave the checkbox for Use Defaults enabled
and specify the Area ID, Area Type, and Interface policy. For Interface Policy, select the previously created
OSPF interface policy from the drop-down list.
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il Add Physical Pod 09
cisco APlC Y

STEP 3 > Routing Protocol 1. Overview 2. Pod Fabric 4. External TEP 5. Confirmation
System  Tenants

Inventory | Fabric Polic | R MPBGPEVPN =« = = w w oo
Inventory |
IP Connectivity 2]
(C» Quick Start ﬁ ........ °. o ———— IPN D
E Add Remote Leaf Pod External Location
B Add Pod )
Routing Protocols
& Topology
@ Pod 1 OSPF is used in the underlay to peer between the physical spines and the IPN. Configure the OSPF Area ID, an Area Type
@ Pod 2 and OSPF Interface Policy. OSPF interface policy contains OSPF-specific settings like OSPF network type, interface cost, and timers.

[ Pod Fabric Setup Policy
[ Fabric Memberst
[ Disabled Inte: and Decon

OSp
[ Duplicate IP Usage OSPF

C I >

Interface Policy: MultiPod-OSPF_IP v

For sub-interfaces

Previous Cancel Next

Lact | nnin Tima+ 9090-NR-21T17:0& | ITC-0.

9. Click Next.

10. In Step 4 > External TEP section of the wizard, leave the checkbox Use Defaults enabled. Specify the External
TEP Pool, Data Plane TEP IP and Router IDs for the spine switches in Pod-2 that connect to the IPN.
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alrafn APIC Add Physical Pod OQ

cisco
STEP 4 > External TEP 1. Overview 2. Pod Fabric 3. Routing Protocol 4. External TEP 5. Confirmation

@ MP BGP EVPN

System Tenants

Inventory | Fabric Polici

Inventory EEE ' BEEE

ﬁ @ IP Connectivity IPN @ IP Connectivity ﬁ
CD Quick Start @ OSPF

E Add Remote Leaf Pod pPod

B AddPod

Pod Configuration
eb Topology

@ Pod 1 External TEP addresses are used by the physical Pod to communicate with remote locations. Configure a subnet that is routable across
@ Pod 2 the network connecting the different locations. The external TEP pool cannot overlap with other Pods internal or external TEP pools.
The pool size should be between /27 and /22. The pool should be large enough to address all APICs, all spines, all border leafs,

Il Pod Fabric Setup Policy pod-specific TEP addresses, and spine router IDs.

[ Fabric Membership

B Disabled Interfaces and Decor The wizard will automatically allocate addresses for pod-specific TEP addresses and spine router IDs from the external TEP pool.
Proposed addresses can be modified, but modified addresses must be outside of the external TEP pool.

[ Duplicate IP Usage
Use Defaults:

Pod: Internal TEP Pool:  External TEP Pool: Data Plane TEP IP:
2 10.14.0.0/16 10.114.114.0/24 10.114.114.1/32
Node: Router ID: Loopback Address:
21 14.14.14.M
Leave blank to use Router ID
Node: Router ID: Loopback Address:
212 14.14.14.12

Leave blank to use Router ID

Previous Cancel Next
1T12:08 LITC-0,

11. Click Next.

12.In Step 5 > Confirmation section of the wizard, review the policies that will be created as a result of running
the wizard. You will need this information for troubleshooting and to make changes if needed. For the policies
and profiles that the wizard will create, you also have the option to change the naming scheme at this point.
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A R [
cisco

APIC Add Physical Pod

STEP 5 > Confirmation

System Tenants

1. Overview 2. Pod Fabric 3. Routing Protocol

4. External TEP 5. Confirmation

Inventory | Fabric Polici

Inventory

Here is the list of policies this wizard will create, you can change these names if needed

Quick Start ;
C> e af Attachable Access Entity Profiles:

E Add Remote Leaf

Bl Add Pod
eb Topology
@ Fabric External Connection Policy:

Pod 1
@ — Fabric External Routing Profile:

'oa 2
L3 Domain:

[ Pod F:
B Fabric v ) ESQuE

Logical Interface Profile:

[ Disabled Int s and Decon

[ Duplicate IP Usage
Logical Node Profile:

Spine Access Port Policy Groups:

VLAN Pool:

Last Login Time: 2020-06-21T17:06 UTC-0¢

Spine211_EntityProfile
Spine212_EntityProfile
multipodL30ut_EntityProfile
default
multipodL30ut_RoutingProfile
multipodL.30ut_RoutedDomain
multipodL.30ut

LIfP_211

LIfP_212

LNodeP_211

LNodeP_212
Spine211_PolicyGroup
Spine212_PolicyGroup
multipodL30ut_policyGroup

multipodL30ut_VlanPool

Previous Cancel Finish

13. Click Finish to complete the Inter-Pod connectivity for spine switches in Pod-2.

Configure DHCP Relay on IPN Devices

Per the recommendations from the Configuration Wizard Summary page in previous section, add DHCP relay

statements on Pod-2 IPN devices. DHCP should be relayed to Pod-1 TEP IP Addresses and should match the
addresses listed on the Configuration Wizard Summary page. The configuration should be added to the Spine-
facing interfaces on Pod-2 IPN devices.

This was completed in the Deploy Inter-Pod Network section but verify the APIC IP addresses and the interfaces

to which it is applied.

Deploy APICs in Pod-2

This section explains the procedures for deploying an APIC (Pod-2) to the existing APIC (Pod-1) cluster. The new
APIC is connected to Pod-2 Leaf switches .
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# All screenshots in this section are from a previous release of this CVD. The previous testbed environment
was upgraded and re-configured for this CVD. Therefore, any screenshots showing the initial install and
setup of the APIC cluster are from the prior CVD release.

Prerequisites

The following are the prerequisites to deploy APICs in Pod-2:

o Al Spine and Leaf switches in Pod-2 should be part of the ACI Fabric and in Active state. APIC should be
redundantly connected to an Active Leaf switch pair.

e Pod-2 APIC should run a compatible server firmware version - see APIC release notes for the
recommended server firmware. The server firmware version can be seen from the CIMC GUI. See the
Interoperability Matrixes section for the versions used in this CVD.

e APIC in Pod-2 should run the same version of software as other APICs in the cluster APIC cluster. APIC can

be upgraded after joining the cluster, but to join the cluster, the software must still be a compatible version.

Deployment Overview

The high-level steps for deploying an APIC in Pod-2 are provided below:
e Complete the initial setup of Pod-2 APIC.
o \Verify that the new APIC is part of the APIC cluster

¢ Add Pod-2 APIC as a destination for DHCP relay on Pod-1 IPN devices.

Initial Setup of Pod-2 APIC

The procedures outlined in this section will do an initial setup and configuration of the third APIC in the APIC
cluster. In this design, two APICs are deployed in Pod-1 and a third APIC in Pod-2.

Prerequisites

KVM Console access is necessary to do an initial setup and configuration of a new APIC. KVM access is available
through CIMC Management and therefore access to CIMC Management on the APIC server is required.

Setup Information
The initial setup of APIC in Pod-2 requires the information provided in this section.

e CIMC Management IP Addresses

e CIMC login credentials for the APIC being setup

‘& TEP Address Pool is the APIC TEP pool and should be the same for all APICs in a cluster regardless of
which Pod or site they are located in.

ﬂ BD Multicast Address (GIPO) is configured only once, during the initial setup of APIC-1. APIC-1 refers to
the first controller in the cluster. Remaining controllers and switches sync to the configuration on APIC-1.
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ﬁ APIC username and password is configured only once, during the initial setup of APIC-1 or the first con-
troller in the cluster. Remaining controllers and switches sync to the configuration on APIC-1.

Table 27 Setup Parameters for Pod-2 APIC

APIC Parameters Notes Default Values

Fabric Name ACI Fabric West ACI Fabricl
Fabric ID 2 Range: {1-1248} 1

3 Range: (1-3) 3

Number of Active Controllers Minimum # of contrallers recommended: 3

PODID 2 Range: {1-254} 1

Standby Controller ? NO NO

APIC-X? NO NO

Comlenit 2 APIC with ID=1 isntineg]it tcjlt:_l;l'cgr.,:aller in the cluster 5

Controller Name BEO6-APIC-M2-WEST-1 apicl
APIC TEP Pool is different from the TEP Pool used by

TEP Address Pool 10.13.0.0/16 switches; Same pool is used by all APICs in a fabric, 10.0.0.0/16

including APICs in Pod-2

Infrastructure YLAN 1D 4083 Range: (1-4094) 4043

BD Multicast Address (GIPO) 226.0.0.0/15 S = “;":g:::;i:::iﬂiﬁ:‘lcu‘sft”ﬁs'" Rodl: 225.0.0.0/15

00B Management IP 172.26.164.121/324 -

00B Management Gateway 172.26.164.254 -

Q0B Management Speed/Duplex auto -

Admin User Password e Passward is configured during first APIC setup in Pod-1; _

Remaining controllers and switches will sync to this

Deployment Steps
To setup a new APIC in Pod-2, follow these steps:
1. Use a browser to navigate to the CIMC IP address of the new APIC. Log in using admin account.
2. From the top menu, click Launch KVM. Select HTML based KVM from the drop-down list.

3. When the KVM Application launches, the initial APIC setup screen should be visible. Press any key to start the
Setup Utility. Use the Setup information provided above to step through the initial APIC configuration below.

‘& If the APIC was previously configured, reset to factory defaults, and wipe it clean before proceeding.
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Cisco Integrated Management Controller admin@

File View Macros Tools Power Boot Device Virtual Media Help 1

defaults and not the current system configuration values.

‘re Enter at anytine to assume the default valu
at anytime to restart from the beginning.

Cluster configuration ...
Enter the fabric mame [ACI Fabricll: ACI Fabric Hest
Enter the fabric ID (1-128) [11: 2
Enter the number of active controllers in the fabric (1-9) [31:
Enter the POD ID (1-254) [11: 2
Is thi tandby controller? L[NDI:
Is this [NO]:
Enter the controller ID (1-3) C11: 3
Enter the ntroller name [apic3]: BBBG6-APIC-M2
Enter addres pool for TEP addre :
Note: The infra VLAN ID should no JTE: ] se > in your environment
and should not owv p with y other reserved ULANs on other platforms.
Enter the VULAN ID for infra network (1-4094): 4093

Dut-of-band management configuration ..
Enable IPv6 for Out of Band Mgmt In face? [N]:
Enter the IPv4 addr : [192.168.10.1/241: 172.26.164.12
Enter the IPv4 addr of the default gateway [Nonel: 17
Enter the interface speed/duplex mnode Lautol:

Cisco Integrated Management Controller

File View Macros Tools Power Boot Device Virtual Media Help 1

Fabric name: ACI Fabric Hest

Fabric ID

Humber of c r ars: 3

Controller nane: -APIC-H2-HEST-1
POD ID: 2

Controller ID: 3

TEP addre pool: 10.13.0.60/16

Infra VLAN ID: 4893

DJut-of-band nanagement con uration ...
Management IP address: 1% . 164.121/24
Default gatewa ] .26 ¢ o4
Interface speed/duplex node: auto

admin user configuration ...
The admin 1 r configuration will be syncronized
from the fir controller after this controller
Joins the cluster.

The above configuration will be applied ...

arning: TEP address pool and Infra VLAN ID canmnot be changed later,
these are permanent until the fabric is wiped.

ould you like to edit the configuration? (y/m) [nl:
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5. Click y if necessary to go back and make changes, otherwise press Enter to accept the configuration.

Verify Pod-2 APIC is Part of the APIC Cluster
To confirm that the Pod-2 APIC was successfully added to the APIC cluster, follow these steps:
1. Use a browser to navigate to the APIC GUI. Log in using admin account.
2. From the top menu, select System > Controllers.
3. From the left navigation pane, navigate to Controllers.
i

From the left navigation pane, select and expand one of the Pod-1 APICs. Navigate to Cluster as Seen by
Node.

dscs APIC - @ & O ©

LEEL  Tenants Fabric Wirtual Networking L4-L7 Services Admin Operations Apps

QuickStart | Dashboard | Controllers | System Sefings | Smart Licensing | Faults | Config Zones | Events | Auditlog | Active Sessions

Controllers @ = o  Cluster as Seen by Node eoeo
> Cr Quick Start APIC Clusiar  APIC-X Stanaby APIC
Q@ Topalogy
~ [ controllers O X e
(@ AAIT-APIC-M2-WEST-1 (Noga-1) Properties
I [53 Cluster a5 Seen by Mode Fabric Name: ACIFabric West
B Interfaces Target Size: 3
B Siorsge Current Size: 3
. Difference Between Local Time and Unified Cluster Time [ms): -25258711
[ MTP Desails e
ACI Fabric Securs ication Ci ications; | Permissh -
[53 Equipment Fans ki
5 [ Power Supply Units Active Controllers
B Equi 5 " ~ D Mame P Admin State  Cperational ~ Health State Failover Serial S5L
QuIpmEN SEnsors Status Number Certificate

B Memory Siots 1 AATI-APIC-M2-WEST-1  10.130.1  In Senvice Fully fit e FCH2219..  yes

5 Processes
2 AAVI-APIC-M2-WEST-2 10.13.0.2 In Serdce Fully Fit die FCH22194..  yes

» B Containers

3 BBOG-APIC-M2-WEST-1  10.13.0.3 In Service Fully Fit idie FCH2219\..  yes

5> @ AA11-APIC-M2-WEST-2 (Node-2)
> () 8E0&-APIC-M2-WEST-1 (Nada-3)
> B APIC-X

5. Verify that the newly deployed Pod-2 APIC is In Service, Available and Fully Fit as shown above.

6. Note the TEP IP Address of the newly deployed APIC (for example, 10.13.0.3). This address will be used to

configure DHCP Relay on Pod-1 IPN routers to point to the new APIC. For Pod-1 APICs, DHCP relay was
configured as a part of the initial IPN configuration.

Add Pod-2 APIC as DHCP Relay Destination

In this section, DHCP Relay is configured on Pod-1 IPN routers to point to the newly deployed APIC in Pod-2.
DHCP Relay statements should be configured on the Spine-facing interfaces of Pod-1 IPN routers.

Setup Information
e Pod-2 APIC TEP IP Address: 10.13.0.3

Use the above information to configure DHCP relay on Pod-1 IPN routers to point to the newly deployed APIC in
Pod-2.
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Configure DHCP Relay for Pod-2 APIC on IPN Devices in Pod-1

POD-1: IPN Router#1 POD-1: IPN Router#2

switchaname AA11-93180YC-EX-WEST-IPN-1

interface Ethernetl1/49
description To POD-1:AA11-9364C-1:E1/47
no switchport
mtu 9216
no shutdown

interface Ethernetl/49.4
mtu 9216
encapsulation dotlqg 4
vrf member MultiPod-Fabric-West
ip address 10.113.11.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
ip dhcp relay address 10.13.0.3
no shutdown

interface Ethernetl/50
description To POD-1:AA11-9364C-2:E1/47
no switchport
mtu 9216
no shutdown

interface Ethernetl/50.4
mtu 9216
encapsulation dotlqg 4
vrf member MultiPod-Fabric-West
ip address 10.113.12.2/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
ip dhcp relay address 10.13.0.3
no shutdown

switchaname AAl11-93180YC-EX-WEST-IPN-2

interface Ethernetl/49
description To POD-1:AA11-9364C-WEST-1:E1/48
no switchport
mtu 9216
no shutdown

interface Ethernetl/49.4
mtu 9216
encapsulation dotlqg 4
vrf member MultiPod-Fabric-West
ip address 10.113.11.6/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
ip dhcp relay address 10.13.0.3
no shutdown

interface Ethernetl/50
description To POD-1:AA11-9364C-WEST-2:E1/48
no switchport
mtu 9216
no shutdown

interface Ethernetl/50.4
mtu 9216
encapsulation dotlqg 4
vrf member MultiPod-Fabric-West
ip address 10.113.12.6/30
ip ospf network point-to-point
ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.0
ip pim sparse-mode
ip dhcp relay address 10.13.0.3
no shutdown

Verify ACI Multi-Pod Fabric Setup

This section provides a few GUI and CLI commands that can be used to verify that the protocols are working
correctly before proceeding to the next stage of the deployment.

ﬂ All screenshots in this section are from a previous release of this CVD. The previous testbed environment
was upgraded and re-configured for this CVD.

Verify OSPF Status on Spine Switches

OSPF is running between Spine switches and IPN devices in each Pod. To verify that OSPF is setup and working
correctly between Pads, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using admin account.

2. From the top menu, select Fabric > Inventory.
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3. From the left navigation pane, select and expand Inventory > Pod 1 > (Name_of_Spine_switch_in_Pod_1) >
Protocols > OSPF > OSPF for VRF-overlay-1.

‘tco @ G O O
rnin
cisco APIC N
Systemn Tenants Fabric irtual Netwarking L4-L7 Services Adrmin Operations Apps
Inventory | Fab i
Inventory O = © | OSPF - overlay-1 00
ae E AATT-9364C-WEST-1 [Moda-111) Ganeral Haalth Faulis Hislary
> E Chassis
> B Interfaces ® y (/i/] e L
~ [ Protoals FROPERTIES STATS
s E BEP Mame: averlay-1 Interface Count: &
£l
Route D 13121311 Activeareacnt: 2
> B coop
Distance: 110 Active Mssa Areacnt: 0
> B pva
Max ECMP: & Active Stub Areacnt: 0
’ E 1PV Bandwidth Referance Active Ext Areacnt: 2
" 40000
> B 1sis (Mbps): Extareacnt: 2
¥ E LLOP Operational State: Lip Mssa Areacnt: 0
~ E OSPF Stubareacnt: 0
I ~ B 0SPE for VRE-overkay-1 Areacnt: 2
> Bl Araas Ext Lsacnt: 34
Opagas Lsacnt: 0
» B ntertaces
B Rautes Neighbors
N H TVUAMP ~ Meighbor ld State Peer Ip Interface
B Cortral Plare Statstics 13.13.13.91 Full 10.113.11.2 cthif47.47
> Bl Span Sessions 12.13.13.92 Full 10.113.11.6 eth1/48.42
> B Rules |« < Page 1 ofl > ol Objects Per Fage: | 15 |+ Displaying Dbjscts 1 - 2 0f 2
» B WRF Contexts
- Inter Protocol Route Leak Into OSPF
b P
rocesses ~ Mame Redistribution Protocol Route Map Scope Asn

4.

In the right windowpane, under the General tab, the top left icon indicates the Health for OSPF in VRF

overlay-1. Confirm that the OSPF health is at 100 indicating there are no faults or errors for OSPF.
Navigate to the Neighbors section and confirm for each IPN neighbor in the same Pod, neighbor state is Up

and the OSPF State is Full.

Spine switches and log in using the admin account.

— show ip ospf neighbors vrf overlay-1

— show ip ospf route vrf overlay-1

— show ip route vrf overlay-1

Verify MP-BGP EVPN Status on Spine Switches

MP-BGP sessions run between Spine switches in each Pod that connect to the IPN. To verify that MP-BGP EVPN
is setup and working correctly between Pods, follow these steps:

1.
2.

From the top menu, select Fabric > Inventory.

Protocols > BGP > BGP for VRF-overlay-1 > Neighbors.
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Use a browser to navigate to the APIC GUI. Log in using admin account.

Repeat steps 1-4 to verify OSPF on other Spine switches in the Pod that connect to the IPN.

You can also verify that OSPF is setup correctly by executing the following commands from CLI. SSH into the

From the left navigation pane, select and expand Inventory > Pod 1 > (Name_of_Spine_switch_in_Pod_1) >



Solution Deployment - ACI Fabric (Multi-Pod)

4. In the right windowpane, select and expand the router ID (for example, 14.14.14.11) for the peer Spines in
Pod-2.

dsco APIC «n @ @ O O

System Tenants

Wirtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fak

Inventory ® = @ | Neighbors OO
@ Pod @ ¢]
> EE AADT-93180Y0-EX-WEST-1 [Nade-103) Mame State Neighbor Address Neighbor Address Accepted Up Since
> M AADT-93180YC-EX-WEST-2 [Nods-104) Eaml e Rl .
~ B AA11-93640-WEST-1 (Node-111) IV = IRERZALRE gelebiished 2015-11-26T01:4...
5 E Chassis E Wenwd unicast address family o -ucast first-eor-rovd 12
5 B Interfaces E Wpnwi unicast address family wonvi-ucast first-eor-rovel 4]
B Protocols H L2Wpn EVpn address family 12vpr-avpn firgt-eor-rovd 59
o B e J « B 14141412 established 2018-11-24T07:1...
5 E BEP for VRF-management ‘ E Wenwd unicast address family wonvd-ucast first-eor-rovd 12
- E BGP for YRF-overiay-1 E Wpnvi unicast address family vonvi-ucast first-eor-rove a
B Sessions E L2vipn EVpn address famiby [2vpn-avpn first-eor-roed 59
Y = BEP MaxtHops > E 10.13.64.64 established 2018-11-24T02:3...
Bl vhna > B 100208088 established TR
2 E 10.13.64.65 cstablished 2018-12-20T05:2.. ©

I > [ Meighbors
=1

5. Verify that the State is Established and for L2Vpn EVpn address family, paths are being learned. Also confirm
that the BGP health is at 100 indicating there are no faults or errors for BGP in VRF overlay-1 by navigating
back to BGP for VRF-overlay-1 in the left navigation pane.

6. Repeat steps 1-5 to verify BGP on other Spine switches in the Pod that connect to the IPN.

7. You can also verify that MP-BGP EVPN is setup correctly by executing the following commands from CLI.
SSH into the Spine switches and log in using the admin account.

— show bgp 12vpn evpn summary vrf overlay-1

Verify COOP Status on Spine Switches

Council of Oracles Protocol (COOP) database maintained on Spines in each Pod, is a database of all endpoints
learned. This includes endpoints learned from within the Pod as well as the addresses learned through the tunnel
between spine switches in different pods. The ETEP used by MP-BGP EVPN will be used by COOP to identify a
remote pod's set of anycast addresses.

To verify that COOP database is learning addresses from the remote Pod, follow these steps:
1. Use a browser to navigate to the APIC GUI. Log in using admin account.
2. From the top menu, select Fabric > Inventory.

3. From the left navigation pane, select and expand Inventory > Pod 1 > (Name_of_Spine_switch_in_Pod_1) >
Protocols > COOP > COQOP for VRF-overlay-1.

4. In the right windowpane, under the General tab, the top left icon indicates the Health for COOP in VRF
overlay-1. Confirm that the COOP health is at 100 indicating there are no faults or errors.

5. From the left navigation pane, select and expand Inventory > Pod 1 > (Name_of_Spine_switch_in_Pod_1) >
Protocols > COOP > COOP for VRF-overlay-1 > Endpoint Database.

6. Inthe right windowpane, verify that endpoints from Pod-2 are being learned (for example, 10.1.167.168).
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el APIC amn @ & O @

System Tenants Fabric Wirtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric

Inventory ® = © | Endpoint Database 00
o E AATT-93640-WEST-1 (Nade-111) Gl
> E Chassis Wl Vinid Mac EndPoint IPva EndPoint IPvé
> B Interfaces 3047424 00:0C:29:F4:4 584 10.1.167.166
~ [ Protocals I 3047424 00:02:28:02:BA24 1001167168
> B oce 3047424 00:0C: 29:B5:20:83
-~ B cooe
3047424 0000 20:BE:20:75 10167110, 10.1.167.161
~ H COOP for VRF -averlay- 1
3047424 00:0C:29:0%:07:8F
> B Cracls Adjacencies
B Context Dataks 3047424 00002 29:05:07:85 1001167164
ontext Databasc
B veC Database 3047424 00:50:56:A0:73:5F 10.1.167.21
I 5 Endpoint Database 3047424 O0:50:56:A0BC 1D 10.1.167.22
E Multicast Route Datzhass aszzr7ia0 FF-EL R AN A 70 1M 14 10 GE
1< < Fage |3 ofs > >l Objacts Per Page: (15 |~ Displaying Objects 31 - 45 Of 72

B wuticast Group Membership ..

7. Double-click one endpoint to get additional details. Note that the Publisher ID is the ETEP address (for
example, 10.114.114.1) of a Spine in Pod-2.

8. Repeat steps 1-7 to verity COOP on other Spine switches in the Pod that connect to the IPN.

9. You can also verify that COOP is functioning correctly by executing the following commands from CLI. SSH
into the Spine switches and log in using the admin account.

— show coop internal info ip-db
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Solution Deployment - ACI Fabric (To Outside Networks from Pod-2)

The procedures outlined in this section will deploy a shared Layer 3 outside (Shared L30ut) connection in Pod-2
for reachability to networks outside the ACI fabric.

Deployment Overview

As stated earlier, the shared L30ut connection is established in the system-defined common Tenant as a
common resource that can be shared by multiple tenants in the ACI fabric. Tenants must not use overlapping
addresses when connecting to the outside networks using the same shared L30ut connection. The shared L3out
design in Pod-2 and Pod-1 are very similar. For details on Pod-1’s L30ut design, see Solution Deployment - ACI
Fabric (To Outside Networks from Pod-1) section of this document. The design and connectivity details for Pod-2
are summarized below:

e A pair of border Leaf switches in Pod-2 connect to a pair of Nexus 7000 routers outside the ACI fabric
using 4 x T0GbE links. Nexus 7000 routers serve as a gateway to the networks outside the fabric.

e (OSPF is used as the routing protocol to exchange routes between the ACI fabric and networks outside ACI.

e VLAN tagging is used for connectivity across the 4 links - a total of 4 VLANSs for the 4 x T0GbE links. VLANs
are configured on separate sub-interfaces. Each sub-interface is a separate routed link.

o Fabric Access Policies are configured on ACI Leaf switches to connect to the external routed domain or
Layer 3 Outside (L30ut) using VLAN pool (vlans: 315-318).

e Pod-2 uses the same Tenant (common) and VRF (common-SharedL30ut VRF) as Pod-1 for L30ut.

e The shared L30ut created in common Tenant “provides” an external connectivity contract that can be
“consumed” from any tenant.

e The Nexus 7000s connected to Pod-2 are configured to originate and send a default route via OSPF to the
border leaf switches in Pod-2.

e ACI leaf switches in Pod-2 advertise tenant subnets to Nexus 7000 switches in Pod-2.

e Host Routing - As of ACI 4.0 release and later, the ACI fabric can be enabled at the bridge-domain level to
advertise host routes. In this design, host routing is used to advertise reachability to the management
network for the HyperFlex stretched cluster nodes that are distributed across both Pods, but in the same IP
subnet. In this solution, this enables VMware vCenter and HyperFlex Witness in a third location (outside the
ACI fabric) to learn the specific Pod that a given HyperFlex node in the stretch cluster is in. This feature is
critical for the operation of a HyperFlex stretch cluster in this design.

Create VLAN Pool for Shared L30ut

In this section, a VLAN pool is created to enable connectivity to networks outside the ACI fabric. The VLANSs in the
pool are for the individual routed links that connect the ACI border leaf switches in Pod-2 to the gateway routers
outside the fabric.
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Setup Information
Table 28 VLAN Pool for Shared L30ut in Pod-2

~ VLAN Pool Leaf Node To Gateway Routers
'§ Name ID Outside the ACI Fabric
é 201 315 To 1t L3 Gateway
8 SharedL30ut-West- 316 To 2" L3 Gateway
g FodZ VLANS 202 317 To 1513 Gateway
& 318 To 2713 Gateway

Deployment Steps
To configure a VLAN pool to connect to external gateways in Pod-2, follow these steps:
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Fabric > Access Policies.
3. From the left navigation pane, expand and select Pools > VLAN. Right-click and select Create VLAN Pool.
4

In the Create VLAN Pool pop-up window, specify a Name and for Allocation Mode, select Static Allocation.
For Encap Blocks, click on the [+]icon on the right to add VLANS to the VLAN Pool.

dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies @ @ @ Pools - VLAN
C» Quick Start

B Switches Create VLAN Pool Q@

= Modules Name: | SharedL30Out-West-Pod2_VLANs
= Interfaces Description: optional
[ Policies

Pools
. Poo Allocation Mode: Dynamic Allocation Static Allocation

= VLAN

Encap Blocks: —
B VXLAN
VLAN Range Description Allocation Mode Role

= VSAN
= VSAN Attributes

[ Multicast Address

cal and External Domains

5. In the Create Ranges pop-up window, configure the VLANS for the border leaf switches that connect to
external gateways outside the ACI fabric. Leave the remaining parameters as is.
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afrafn
cisco AP'C
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory Fabric Policies | Access Policies

Policies Pools - VLAN

Create VLAN Pool (2 1x]

Name: | SharedL30ut-West-Pod2_VLANs

Description: | optional Description

Allocation N Create Ranges og

Type: VLAN
Description: | optional

Encap Bl

Jalul
A on t Static Allocation

Allocation Mode:

Role: External or On the wire encapsulation:

6. Click OK. Use the same VLAN ranges on the external gateway routers that connect to the ACI Fabric.

7. Click Submit to complete.

Configure Domain Type for L30ut

Follow the procedures outlined in this section to configure a domain type for the L30ut in Pod-2.

Setup Information
Table 29 Domain Type for Shared L30ut in Pod-2

.'3 Domain Name Domain Type VLAN Pool Name Connects To
&
I
-
=
o
) SharedL30ut- 15 Denain SharedL30ut- L3 Gateway Routers
[l West-Pod2_Domain West-Pod2_ VLANs Outside the ACI fabric
2
(7]

Deployment Steps
To specify the domain type for the L30ut in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Fabric > Access Policies.

2
3. From the left navigation pane, expand and select Physical and External Domains > L3 Domains.
4. Right-click on L3 Domains and select Create Layer 3 Domain.

5

In the Create Layer 3 Domain pop-up window, specify a Name for the domain. For the VLAN Pool, select the

previously created VLAN pool from the drop-down list.
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afafn
cisco APIC
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric Policies | Access Policies

Policies @ @ @ L3 Domains
C» Quick Start

B Switches Create L3 Domain

Integrations

B Modules Name: | SharedL30ut-West-Pod2_Domain
B Interfaces Associated Attachable select a value
- Entity Profile:
Policies
VLAN Pool:  SharedL30ut-West-Pod2_VLANSs(s [
= Pools . ;
Security Domains: o +
[ Physical and External Domains
Select Name Description

I Physical Domains
= External Bridged Domains
= L3 Domains

[ Fibre Channel Domains

6. Click Submit to complete.

Create Attachable Access Entity Profile for L30ut

To configure an Attachable Access Entity Profile (AAEP) for the L30ut in Pod-2, follow the procedures outlined in

this section.

Setup Information
Table 30 AAEP for Shared L30ut in Pod-2

-'; Domain Name VLAN Pool Name Connects To

8

|

-

3

W SharedL3Out-West- SharedL30ut-West- SharedL30ut-— L3 Gateway Routers
e Pod2_ AAEP Pod2 Domain West-Pod2_ VLANs Outside the ACI fabric
E

wv

Deployment Steps
To create an AAEP for the L30ut in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
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2. From the top navigation menu, select Fabric > Access Policies.
3. From the left navigation pane, expand and select Policies > Global > Attachable Access Entity Profiles.
4. Right-click and select Create Attachable Access Entity Profile.
5. In the Create Attachable Access Entity Profile pop-up window, specify a Name. For the Domains, click on the
[+] icon on the right-side of the window and select the previously created domain for the Domain Profile.
i APC
System  Tenants Fabric Virtual Networking ~ L4-L7 Services ~ Admin  Operations Apps Integrations

Inventory | Fabric Policies Access Policies

Foicies (BI€I@] Create Attachable Access Entity Profile 09

2. Associati sterfaces
STEP 1 > Profile 1. Profile 2. Association To Interfaces

Name: | SharedL30ut-West-Pod2_AAEP

Description: | optional

Enable Infrastructure VLAN: []

= Interface Domains (VMM, Physical or W +
" External) To Be Associated
= Glo To Interfaces: Domain Profile Encapsulation

|[sharedL30ut-West-Pod2_Domain (L3) [v |

6. Click Update. You should now see the selected domain and the associated VLAN Pool.
7. Click Next. This profile is not associated with interfaces at this time.

8. Click Finish to complete.
Configure Interfaces to L30ut
Follow the procedures outlined in this section to configure interfaces to the external routed domain in Pod-2.

Setup Information

Border leaf switches (Node ID: 201, 202) in Pod-2 connect to external gateways using 10Gbps links, on ports
1/47 and 1/48. The access layer setup information for this connection is provided below.
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Figure 14 Fabric Access Policies for Shared L30ut in Pod-2

Fabric Access Policies

VLAN Pool | Domain AAEP VLAN Pool

External Routed Domain

To Connect to External Routed Networks

Shared L30ut : Pod-2 Fabric Access Policies
Access Entity Profile

SharedL3Cut-West-Pod2 VLANs
SharedL30ut-West-Pod2 Domain

SharedL3Cut-West-Pod2_ AARFP

AAEP
Interface Interface
L Interface
Selector p Policies Policies
Profile Group v el Interface Policies

For Interfaces connecting To External Gateways

Interface Policy Group

Interface Selector Profile

Switch
Policies
Group

Access Port Selector

Switch
Policies

Switch )
Profile 1

Switch Selector

For Leaf Switches connecting to External Gateways

Switch Selector Profile

Interface Profile

10Gbps=Link, CDP-Enabled, LLDP=-
Enabled, BPDU-FG-Enabled, VLAN-
Scope-Global

SharedL30ut-West-Pod2_ PG
SharedL30ut-West-Pod2 IFR
SharedL30ut-West-Pod2_pl_47-48
Switch Profile
SharedL30ut-West-Pod2-Leaf 201-202

SharedL30ut-West-Pod2-Leaf PR

Create Interface Policy Group for L3Out Interfaces

To create an interface policy group for the L30ut in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Interfaces > Leaf Interfaces > Policy Groups > Leaf Access

Port. Right-click and select Create Leaf Access Port Policy Group.

4. Inthe Create Leaf Access Port Policy Group pop-up window, specify a Name and select the applicable

interface policies from the drop-down list for each field.

afran
cisco Aplc
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations
Inventory | Fabric Policies | Access Policies
Policies <) (= .
[ )@ @ Policy Groups - Leaf Access Port
» Quick Sta i
EHalE Create Leaf Access Port Policy Group
Name: ' SharedL30ut-West-Pod2_PG
Description: optional
Link Level Policy: ' 10Gbps-Link 2
CDP Policy: | CDP-Enabled 1]
MCP Policy: ' select a value
CoPP Policy: select a value
LLDP Policy: |LLDP-Enabled 1]
STP Interface Policy: BPDU-FG-Enabled @

Storm Control Interface Policy: select a value

VLAN-Scope-Global |+ (3

select a value

L2 Interface Policy:
Port Security Policy:

Egress Data Plane Policing Policy: select a value

Ingress Data Plane Policing Policy: select a value

Apps Integrations

5. For the Attached Entity Profile, select the previously created AAEP to external routed domain.
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afrafn
cisco

APIC

System Tenants Fabric Virtual Networking

Access Policies

Inventory | Fabric Policies

©O

Policies

L4-L7 Services

Storm Control Interface Policy:

L2 Interface Policy:

Port Security Policy:

Egress Data Plane Policing Policy:
Ingress Data Plane Policing Policy:
Monitoring Policy:

Priority Flow Control Policy:

Fibre Channel Interface Policy:
PoE Interface Policy:

Slow Drain Policy:

MACsec Policy:

802.1x Port Authentication Policy:
DWDM Policy:

Attached Entity Profile:

NetFlow Monitor Policies:

Admin Operations

Policy Groups - Leaf Access Port

Create Leaf Access Port Policy Group

STP Interface Policy:

BPDU-FG-Enabled i
select a value
VLAN-Scope-Global @
select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value
select a value v
select a value
select a value

SharedL30ut-West-Po | (@

NetFlow IP Filter Type

Apps Integrations

NetFlow Monitor Policy

6. Click Submit to complete. You should now see the policy groups for both Pods.

Create Interface Profile for Interfaces to L30ut

To create an interface profile for the L30ut in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation menu, expand and select Interfaces > Leaf Interfaces > Profiles. Right-click and

select Create Leaf Interface Profile.

4. Inthe Create Leaf Interface Profile pop-up window, specify a Name. For Interface Selectors, click on the [+]
icon to select access ports to apply interface policies to. In this case, the interfaces are access ports that

connect Border leaf switches to gateways outside ACI.

5. Inthe Create Access Port Selector pop-up window, specify a selector Name. For the Interface IDs, specify
the access ports connecting to the two external gateways. For the Interface Policy Group, select the

previously created Policy Group from the drop-down list.
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lélllslélc;. AP'C admin e A

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Leaf Interfaces - Profiles
Create Access Port Selector 09
N 5 & o
Create Leaf Interface Profile lame: | SharedL30ut-West-Pod2_p1_47
Description: optional
Name: | SharedL.30ut-West-Pod2_IPR
Description: | optional
Interface IDs: | 1/47-48
valid A  Exa
n3 6-3
Interface Selectors: 1721-
Name Connected To Fex: [_]
Interface Policy Group: ' SharedL30ut-West-Pod2_PG @

6. Click OK to complete and close the Create Access Port Selector pop-up window.

7. Click Submit to complete and close the Create Leaf Interface Profile pop-up window. You should now see the
Interface profiles for both Pods.

Create Leaf Switch Profile to L30ut

To create a leaf switch profile for the L30ut in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation menu, expand and select Switches > Leaf Switches > Profiles.
4. Right-click and select Create Leaf Profile.
5

In the Create Leaf Profile pop-up window, specify a profile Name. For Leaf Selectors, click the [+] to select
the Leaf switches to apply the policies to. In this case, the Leaf switches are the border leaf switches that
connect to the gateways outside ACI.

6. Under Leaf Selectors, specify a Name. For the Interface IDs, specify the access ports connecting to the two
external gateways. For Blocks, select the Node IDs of the border leaf switches from the drop-down list.
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asco APIC

L4-L7 Services Admin

System Tenants Virtual Networking Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies OO Leaf Switches - Profiles

C» Quick Start
Create Leaf Profile 0

[ Switches

[ Leaf Switches STEP 1 > Profile 1. Profile 2. Associations

[ Profiles
= Policy Groups

Name: | SharedL30ut-West-Pod2-Leaf_PR

Description:  optional

B Modules Leaf Selectors: o +
[ Interfaces Name Blocks Policy Group
B Policies |[sharedL30ut-West-Pod2-Leaf_201| 201-202 select an option |

= Physical and External Domai

7. Click Update. Click Next.

8. In the Associations window, select the previously created Interface Selector Profiles from the list.

dsco APIC

Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

System

Inventory | Fabric Policies | Access Policies

OO Leaf Switches - Profiles

Create Leaf Profile 2 1]

Interface Selector Profiles: O+
Select Name Description
] SharedL30ut-West-Pod1_l...
i SharedL30ut-West-Pad2_L...
] Switch107-108_Profile_ifs... GUI Interface Selector Generated PortP Profile: Switch10...
O Switch207-208_Profile_ifs... GUI Interface Selector Generated PortP Profile: Switch20...
| VSV-FS9100-Leaf 205 PR... GUI Interface Selector Generated PortP Profile: VSV-FS9..
Module Selector Profiles: O +
Select Name Description

= Phy and External Domai

9. Click Finish to complete. You should now see the profiles for both Pods.

Configure Tenant Networking for Shared L30ut

The shared L30ut for Pod-2 is defined in the same Tenant and VRF as Pod-1. No additional configuration is
therefore necessary to enable tenant Networking in Pod-2. The table below shows the tenant networking that was
configured during the shared L30ut setup in Pod-1.
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Table 31 Tenant Networking for Shared L30ut

Shared L30ut

Tenant Name

common common-SharedL30ut_VRF

Configure OSPF Interface Policy for L30ut in Pod-2

The procedures in this section will configure OSPF interface policy for L30ut connectivity for Pod-2.

Setup Information
Table 32 OSPF Interface Policy for L30ut - Pod-2

Shared L30ut

OSPF Policy Name Parameters

v Point-to-point

SharedL30ut-West-Pod2-

}

/ .
0SPF_Policy Advertise subnet }
\

v MTU ignore

Deployment Steps
To configure OSPF interface policy for L30ut in Pod-2, follow these steps:

1.
2.
3.

Use a browser to navigate to the APIC GUI. Log in using the admin account.
From the top navigation menu, select Tenants > common.

In the left navigation pane, select and expand common > Policies > Protocol > OSPF > OSPF Interface. Right-
click and select Create OSPF Interface Policy.

In the Create OSPF Interface Policy pop-up window, specify a Name. For the Network Type, select Point-to-
Point. For Interface Controls, select the checkboxes for Advertise subnet and MTU ignore.
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afre]e

cisco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integr
ALL TENANTS | AddTenant | TenantSearch: (BRI S | common | HXV-Foundation | mgmt | HXV-App-A |

L BICICN - 0sPr - OSPF Interface

B PSLA
Create OSPF Interface Policy (2 Ix]

Name: | SharedL30ut-West-Pod2-OSPF_Policy

Description: | optional

Network Type: Point-to-point Unspecified

Match
&= Priority: 1 &

e EPG Policy

= \DI a
Cost of Interface: ' unspecified

= ND RA Prefix
Interface Controls:

Advertise subnet
[Jsrp

MTU ignore

[ Passive participation

Hello Interval (sec): 10
Dead Interval (sec): |40
Retransmit Interval (sec): |5

Transmit Delay (sec): |1

5. Click Submit.

Create Contracts for Shared L30Qut in Pod-2

The contract for accessing the shared L30ut connection in Pod-2 is same as the one created for Pod-1.
Therefore, a separate contract for Pod-2 does not need to be created here unless a different contract is being

applied to Pod-2. The contract used for Pod-1 and Pod-2 is shown below.

Table 33 Shared L30ut Contract

s Contract

(@]

1

g S o AlTow-Shareds common/default
(0}

= L30ut L30ut v Global Scope

Provide Contracts for Shared L30ut in Pod-2
The procedures in this section will provide the contract to access external or outside networks from Pod-2.

Setup Information
e [ 30utin Pod-2: SharedL.30ut-West-Pod2_RO

e External EPG in Pod-2: Default-Route

e Contract Name: Allow-Shared-L30ut (in common Tenant )
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Deployment Steps
To provide contracts for accessing outside networks from Pod-2, follow these steps:

—

Use a browser to navigate to the APIC GUI. Log in using the admin account.
From the top navigation menu, select Tenants > commaon.

In the left navigation pane, select and expand common > Networking > L30uts.
Select and expand the recently created L30ut for Pod-2.

Select and expand External EPGs.

Select the recently created L30ut EPG for Pod-2.

In the right windowpane, select the tab for Policy and then Contracts.

Under the Provided Contracts tab, click on the [+]icon on the right to add a Provided Contract.

© 0 N o O B~ W N

For Name, select the previously created contract from the drop-down list.
. Click Update.

. Other Tenants can now ‘consume’ this contract to route traffic outside the ACI fabric. This deployment uses a
default filter to allow all traffic.

o
— O

12. Customers can modify this contract as needed to meet the needs of their environment.

Configure L30ut Connectivity for Pod-2

The procedures in this section will configure L30ut connectivity for Pod-2.

Setup Information
Table 34 L30ut Connectivity - Pod-2

L30ut Name & Routed
VRF & Domain Node ID
Protocol Info = s Sub-interface
o~
'g L30ut Name: SharedL30ut-West-Pod2_RO Ethl/47 el QAN 07430
o common-— 201
=8 OSPFArealD: 10 (0.0.0.10) SharedL3Out_VRF - - "
8 OSPF Area Type: NSSA Ethl1/48 316 0.114.1.4/30
| OSPF Policy : SharedL30ut-West-Pod2-0OSPF_Policy
© Ethl/47 Sl 10.114.2.0/30
= Provided Contract: Allow-Shared-L30ut SharedL30ut- 202
West-Pod2_ Domain
Node Profile : SharedL30ut-West-Pod2-Node_IPR Ethl1/48 318 10.114.2.4/30

External EPG Name Subnet Subnet Name Route Flags

¥ Shared Route Control Subnet

Default-Route 0.0.0.0/0 Default-Route v External Subnets for External EPG

Shared L30ut

v Shared Security Import Subnet

Deployment Steps
To configure L30ut connectivity to outside networks in Pod-2, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > common.
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3. Inthe left navigation pane, select and expand common > Networking > L30uts. Right-click and select Create
L.30ut.

4. In the Create L30ut pop-up window, specify a Name. Select the check box next to OSPF. Specify the OSPF
Area ID (should match the external gateway configuration). For VRF, select the previously created VRF from
the drop-down list. For L3 Domain, select the previously created domain for Pod-2 from the drop-down list.

dice APIC wnin @ @
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALLTENANTS | AddTenant | Tenant Search | common | HXV-Foundation | mgmt | HXV-App-A | infra

Ci

5

Create L30ut

ommon

o

Leaf

Identity

Prerequisites:

Name: | SharedL30ut-West-Pod2_RO
VRF: | common-SharedL30ut_VRF @
L3 Domain: | SharedL30ut-West-Pod2_Domain @

Use for GOLF: []

4. External EPG

3. Protocols

1. Identity 2. Nodes And Interfaces

Router

A Layer 3 Outside (L30ut) network configuration defines how the ACI fabric connects to external layer 3 networks. The L30ut supports connecting to external
networks using static routing and dynamic routing protocols (BGP, OSPF, and EIGRP).

« Configure an L3 Domain and Fabric Access Policies for interfaces used in the L30ut (AAEP, VLAN pool, Interface selectors).
« Configure a BGP Route Reflector Policy for the fabric infra MP-BGP.

Oser 4 ospr

OSPF Area ID: |1

OSPF Area [] Send redistributed LSAs into NSSA area
Control: £ originate summary LSA
[[] Suppress forwarding address in translated LSA

OSPF Area Type:

OSPF Area Cost: |1 &

. Click Next.
0.

In the Nodes and Interfaces window, uncheck the box for Use Defaults and specify a Node Profile

Name(optional). For the Interface Types, select Routed Sub. Under Nodes, for the Node ID, select the first
border gateway node from the drop-down list. Then configure the interfaces on this border gateway that
connects to the external gateways using the setup information provided earlier. Click on the [+] icon to right of

the first interface to add the second interface.
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afrafn < e
cisco APIC admin Al
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

S | AddTenant | Tenant [rame ordeser NIRRT
Create L30ut 09

1. Identity 2. Nodes And Interfaces 3. Protocols 4. External EPG

The L30ut configuration consists of node profiles and interface profiles. An L30ut can span across multiple nodes in the fabric. All nodes used by the L30ut can be included
in a single node profile and is required for nodes that are part of a VPC pair. Interface profiles can include multiple interfaces. When configuring dual stack interfaces a
separate interface profile is required for the IPv4 and IPv6 configuration, that is automatically taken care of by this wizard.

oundation mgmt | HXV-App-A infra

Nodes and Interfaces

Use Defaults: []
Node Profile Name:  SharedL30ut-West-Pod2_RO_nodeProfile

Interface Types

Layer 2: Port Direct Port Channel

Nodes
Node ID Router ID Loopback Address
BB06-9372PX-WEST-1 (Node-201) 14.14.14.1 W -+ Hide Interfaces
Leave empty to not configure
any Loopback
Interface IP Address MTU (bytes) Encap
eth1/47 10.114.1.1/30 inherit VLAN o +
address/mask Integer Value
Interface IP Address MTU (bytes) Encap
eth1/48 10.114.1.5/30 inherit VLAN o +
address/mask Integer Value

7. Click on the [+] icon to right of the first node to add the second node and click on the [+] icon to right of the
first interface to add the second interface on this node.
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]
cisco

APIC

Tenants

System

ALL TENANTS | Add Tenant |

common

Fabric

Virtual Networking

Layer 2: .ﬂ Direct Port Channel

Nodes

Node ID
BB06-9372PX-WEST-1 (Node-201)

Interface IP Address
eth1/47 10.114.1.1/30
address/mask
Interface IP Address
eth1/48 10.114.1.5/30
address/mask
Node ID

BB06-9372PX-WEST-2 (Node-202)

Interface IP Address
eth1/47 10.114.2.1/30
address/mask
Interface IP Address
eth1/48 10.114.2.5/30

address/mask

L4-L7 Services

Tenant Search: [ YOS | common | HXV-Foundation |
Create L30ut

Router ID
14.14.141

admin @

Admin Operations Apps Integrations

mgmt HXV-App-A | infra

1. Identity 2. Nodes And Interfaces 3. Protocols

4. External EPG

Loopback Address
1M -+ Hide Interfaces

MTU (bytes) Encap
inherit VLAN 315 W +
integer Value
MTU (bytes) Encap
inherit VLAN @ +
nteger Vale
Router ID Loopback Address
14.14.14.2

1r -+ Hide Interfaces

MTU (bytes) Encap

inherit VLAN 317 w +
ntege

MTU (bytes) Encap

T w4

Previous Cancel

Click Next.

In the Protocols window, select the previously created OSPF interface policy from the drop-down list.

cisco AP'C
System Tenants Fabric Virtual Networking
ALL TENAI Add Tenant | Tena ch

Create L30ut

Protocol Associations

OSPF

Node ID: 201

Interface
1/47,1/48

Policy

Node ID: 202

Interface Policy

1/47,1/48

L4-L7 Services

common

SharedL30ut-West-Pot

SharedL30ut-West-Po«

admin o

Admin Operations Apps Integrations
HXV-Foundation mgmt | HXV-App-A | infra
1. Identity 2. Nodes And Interfaces 4. External EPG

Hide Policy []

@

Hide Policy []

@

10. Click Next.

11. In the External EPG window, specify a Name (for example, befault-Route) . For the Provided Contract,

select the previously created contract from the drop-down list. Disable the check-box for Default EPG for all
external networks.

135




Solution Deployment - ACI Fabric (To Outside Networks from Pod-2)

.::Ills't’:lt;. AP]C admin e d

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALLTENANTS | AddTenant | TenantSearch: [INRCRCSSIM | common | HXV-Foundation mgmt | HXV-App-A

common Create L30ut

infra

1. Identity 2. Nodes And Interfaces 3. Protocols 4. External EPG

The L30ut Network or External EPG is used for traffic classification, contract associations, and route control policies. Classification is matching external networks to this EPG

for applying contracts. Route control policies are used for filtering dynamic routes exchanged between the ACI fabric and external devices, and leaked into other VRFs in the
fabric.

External EPG

Name: Default-Route
Provided Contract:  common/Allow-Shz 1]
Consumed Contract: select a value

Default EPG for all external networks: [_]

Subnets

IP Address Scope Name Aggregate Route Control Profile Route Summarization

Policy

12. In the Subnets section of the window, click on the [+] icon on the right side of the window to add an external
network.

13. In the Create Subnet pop-up window, for the IP Address, enter a route (for example, 0.0.0.0/0) . Specify a

Name (for example, befault-Route). Select the checkboxes for Shared Route Control Subnet, External
Subnets for External EPG, and Shared Security Import Subnet.

o APIC

XXX

System Tenants Fabric Virtual Networkina 1 4-1 7 Services Admin Operations Anns Intearations
¥ Create Subnet (2 1]
IP Address: | 0.0.0.0/0
§ Create |
Name: Default-Route
Exter; Route Control
[[J Export Route Control Subnet Aggregate OSPF Route Summarization Policy
The L:
for ap [ Shared Route Control Subnet
fabric. [ Aggregate Shared Routes
Route Control Profile: e
Name Direction
Default €
ubne
IP Address

Route control is used for filtering external routes advertised out of the fabric, allowed into the fabric, or leaked to other VRFs within the fabric.

external £

[ External Subnets for External EPG
Shared Security Import Subnet

External EPG classification is used to identify the external networks associated with this external EPG for policy enforcement (Contracts).

oo X o)

14. Click OK to complete creating the subnet.
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&& APC

System Tenants Fabric

ALLTENANTS | AddTenant | Tenant Search: [N CaN | common

Virtual Networking L4-L7 Services Admin

common ( Create L30ut

> a

IP Address

0.0.0.0/0

External EPG

The L30ut Network or External EPG is used for traffic classification, contract associations, and route control policies. Classification is matching external networks to this EPG
for applying contracts. Route control policies are used for filtering dynamic routes exchanged between the ACI fabric and external devices, and leaked into other VRFs in the

fabric.

Name: | Default-Route

Provided Contract: | common/Allow-She |~ (&

Consumed Contract:  select a value

Default EPG for all external networks: [_]

Subnets

Scope

External Subnets for the Extern...

Name Aggregate Route Control Profile Route Summarization

Shared Security Import Subnet
Shared Route Control Subnet

HXV-Foundation | mgmt | HXV-App-A | infra

Default-Route

@ O

Operations Apps Integrations

00

1. Identity 2. Nodes And Interfaces 3. Protocols 4. External EPG

o +

Policy

15. Click Finish to complete the L30ut connectivity in Pod-2.

Configure External Gateways in the Outside Network

This section provides a sample configuration from the Nexus switches that serve as external Layer 3 Gateways for
Pod-2. The gateways are in the external network and peer with ACI border leaf switches in Pod-2 using OSPF.
The gateway configuration shown below shows only the relevant portion of the configuration - it is not the
complete configuration .

Enable Protocols

The protocols used between the ACI border leaf switches and external gateways have to be explicitly enabled on
Nexus platforms used as external gateways in this design. The configuration to enable these protocols are

provided below.

Table 35

™
ZT
z£
% [}
;55 feature
Tcﬂ E feature
£s
L 5o feature
=€
=] feature
o

BB-West-Enterprise-1
(GW-1)

ospf
interface-vlan
lacp
1ldp

feature
feature
feature
feature

External Gateways for Pod-2 - Protocols
BB-West-Enterprise-2

(GW-2)

ospf
interface-vlan
lacp
1lldp
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Configure OSPF

OSPF is used between the external gateways and ACI border leaf switches to exchange routing between the two
domains. The global configuration for OSPF is provided below. Loopback is used as the router IDs for OSPF. Note
that interfaces between ACI border leaf switches will be in OSPF Area 10.

Table 36 External Gateways for Pod-2 - Protocols

BB-West-Enterprise-1 BB-West-Enterprise-2
(Gw-1) (GW-2)
o
] interface loopback( interface loopback0
g@ description RID for OSPF description RID for OSPF
gg ip address 14.14.14.98/32 ip address 14.14.14.99/32
-5 ip router ospf 10 area 0.0.0.0 ip router ospf 10 area 0.0.0.0
=3
[T
5% router ospf 10 router ospf 10
3 router—-id 14.14.14.98 router-id 14.14.14.9%9
area 0.0.0.10 nssa no-summary no- area 0.0.0.10 nssa no-summary no-
redistribution default-information-originate redistribution default-information-originate

Configure Interfaces

The interface level configuration for connectivity between external gateways and ACI border leaf switches is
provided below. Note that interfaces between ACI border leaf switches are in OSPF Area 10 while the loopbacks
and port-channel links between the gateways are in OSPF Area 0.

Table 37 Interface Configuration - To ACI Border Leaf Switches

BB-West-Enterprise-1 BB-West-Enterprise-2
(GW-1) (GW-2)
interface Ethernetd/16 interface Ethernetd/l1é
description To EBO0E-9372PX-WEST-1:Ethl/47 description To BBE06-9372PX-WEST-1:Ethl/48
no shutdown no shutdown
phy interface Ethernetd/16.315 interface Ethernet4/16.316
& encapsulation dotlg 315 encapsulation dotlqg 316
2 ip address 10.114.1.2/30 ip address 10.114.1.6/30
= ip ospf network point-to-point ip ospf network point-to-point
g ip ospf mtu-ignore ip ospf mtu-ignore
= ip router ospf 10 area 0.0.0.10 ip router ospf 10 area 0.0.0.10
5 no shutdown no shutdown
%
H
g interface Ethernetd/20 interface Ethernet4/20
E description To BBOGE-9372PX-WEST-2:Ethl/47 description To BB06-9372PX-WEST-2:Ethl/48
= no shutdown no shutdown
5
interface Ethernetd/20.317 interface Ethernetd4/20.318
encapsulation dotlg 317 encapsulation dotlg 318
ip address 10.114.2.2/30 ip address 10.114.2.6/30
ip ospf network point-to-point ip ospf network point-to-point
ip ospf mtu-ignore ip ospf mtu-ignore
ip router ospf 10 area 0.0.0.10 ip router ospf 10 area 0.0.0.10
no shutdown no shutdown

The configuration on the port-channel with 2x10GbE links that provide direct connectivity between the external
gateways is provided below.
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Table 38 Interface Configuration - Between External Gateways

BB-West-Enterprise-1 BB-West-Enterprise-2
(Gw-1) (GwW-2)

% interface port-channelld interface port-channelld
2 description To BB02-7004-2-BB-West-Enterprise-2 description To BB02-7004-1-BB-West-Enterprise-1
= ip address 10.114.88.1/30 ip address 10.114.98.2/30
-% ip ospf network point-to-point ip ospf network point-to-point
5 ip ospf mtu-ignore ip ospf mtu-ignore
%ﬂ ip router ospf 10 area 0.0.0.0 ip router ospf 10 area 0.0.0.0
]
‘% interface Ethernetd/13 interface Ethernetd4/13
E description To BB02-7004-2-BB-West-Enterprise-2:Eth4/13 descripticn Te BB02-7004-1-BB-West-Enterprise-1:Eth4/13
® channel-group 14 mode actiwve channel-group 14 mode active
% no shutdown no shutdown
I
£ interface Ethernetd/17 interface Ethernetd/17
- description To BB02-7004-2-BB-West-Enterprise-2:Eth4/17 description To BE02-7004-1-BB-West-Enterprise-1:Eth4/17

channel-group 14 mode actiwve channel-group 14 mode active

no shutdown no shutdown
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Solution Deployment - ACI Fabric (to Cisco UCS Domains)

This section provides detailed procedures for configuring the ACI fabric to enable network connectivity to Cisco
UCS domains in the access layer. The access layer setup will also enable connectivity for Cisco HyperFlex
clusters that connect to the Cisco UCS domains in either data center (or Pod), and to the virtual machines hosted
on the HyperFlex clusters.

The procedures outlined in this section are the same as that of a single-site ACI fabric except that the access
layer policies apply to leaf switch pairs in either Pod. For instance, the Applications cluster (HyperFlex stretch
cluster) that has nodes distributed across both data centers will connect to different leaf switch pairs but will use
the same policies. ACI policies that enable access-layer connectivity are re-used when possible - customers can
also define separate policies for each Cisco UCS domain but that is not the preferred option.

Deploy New Leaf Switches for Connectivity to Cisco UCS Domains

Leaf switches provide access to the ACI fabric. In ACI, new ACI-capable switches are automatically discovered
using Link Layer Discovery Protocol (LLDP). The discovered switches are then added, provisioned, and managed
from the APIC web GUI. All configuration is centralized and managed through the APIC - there is no individual
configuration of the Spine and Leaf switches. However, in an ACI Multi-Pod fabric. if the APICs and the leaf
switches are in different Pods, the discovery process will be across the inter-pod network.

In this design, dedicated leaf switch pairs are used to connect the three Cisco UCS domains (two in Pod-1, one in
Pod-2) to the ACI fabric. These leaf switches are separate from the leaf switch pair used for the shared L30ut
connectivity to outside networks in each Pod.

In this section, the procedure for discovering and provisioning new leaf switch pairs in each Pod for connecting to
a Cisco HyperFlex stretch cluster discussed. The leaf switches for the HyperFlex standard cluster in Pod-1 can
use the same procedure.

‘ﬁ All screenshots in this section are from a previous release of this CVD. The previous testbed environment
was upgraded and re-configured for this CVD. Therefore, any screenshots showing the initial install and
setup of the fabric are from the prior CVD release.

140



Solution Deployment - ACI Fabric (to Cisco UCS Domains)

Topology
Figure 15 Dedicated Leaf Switch Pair for Application Cluster in Pod-1

9000 Serles Leaf Switches

ACI Leaf Node 103

N9K-C931 N9K-C93180YC-EX

Node 3

141



Solution Deployment - ACI Fabric (to Cisco UCS Domains)

Setup Information

Table 39 Pod-1 Leaf Switches - For Connectivity to Cisco UCS and HyperFlex Domains

Pod1
00B Management OOB Management
e General Node ID Node Names 8 8 0OO0B Gateway
o EPG P
=4
g8 Pod ID: 1
- 103 AR07-931B0YC-EX-WEST-1 default 172.26.163.37/24 172.26.163.254
L")
kit Role: Leaft
]
oo
',_
£ Rack Name 104 BR07-931B0YC-EX-WEST-2 default 172.26.163.38/24 172.26.163.254
(Optional): AADT

Table 40 Pod-2 Leaf Switches - For Connectivity to Cisco UCS and HyperFlex Domains

00B Management OOB Management

£ General Node ID Node Names B! e 00B Gateway
&' EPG IP
wnE
g8 Pod ID: 2
9% 203 BE06-931B0YC-EX-WEST-1 default 172.26.164.37/24 172.26.164.254
a% Role: Leaf
.Q [

£ Rack Name 204 BE06-931B0YC-EX-WEST-2 default 172.26.164.38/24 172.26.164.254

(Optional): BEOS

ACI Fabric Discovery of Leaf Switches

ACI automatically discovers new switches (running ACI software) connected to the ACI fabric through LLDP. To
verify that the ACI fabric has discovered leaf switch pairs deployed in Pod-1 that connect to the Cisco UCS
domains for HyperFlex clusters, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top menu, select Fabric > Inventory.

3. In the left navigation pane, select Fabric Membership.

4

In the right windowpane, select the Nodes Pending Registration tab. The newly discovered Leaf Switches will
be listed with a Node ID of ‘0’.
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Inventory ® = © | Fabric Membership e 0
> c’ Quick Start Registered Nodes Modes Pending Registration Unreachable Modes LUnmanaged Fabric Modes
@ Topology
> @ Pod2
> @ Pod 1
53 Pod Fabric Setup Palicy
[58 Fabric Membership O O O
B Cisabled Interfaces and Decomim Unsupported Undiscovered Unknown

asco APIC e 0 cg @ @

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric

[—] Duplicate IF Usage Disabled In‘t_erfaces and Decommissioned Switches
v

O X %~
Serial Number Pod ID « Node RL Name Role Supports SSL Status
ID TEP Maodel Certificate
Pool
FDO211304ZX 1 0 0 leaf yes nfa
FDO211314G7 1 0 0 leaf yes nfa

Note the serial numbers of the newly discovered leaf switches.
Determine which node will be the -1 and -2 switches in the new leaf switch pair.

Repeat steps 1-6 for other leaf switch pairs in Pod-1 and for Pod-2 leaf switches.

Add Nexus 9000 Series Leaf Switches to the ACI Fabric

To add the newly discovered Nexus leaf switches from the previous step, follow these steps:

1.
2.

© O~ W

Identify the -1 and -2 switches in the new leaf switch pair based on their physical connectivity into the fabric.

Determine the serial numbers corresponding to the -1 and -2 switches to map it to the ones collected in the
previous step. To find the serial number for a given leaf switch, access its serial console, log in using admin
account (no password) and run the command: show inventory.

Use a browser to navigate to the APIC GUI. Log in using the admin account.
From the top menu, select Fabric > Inventory.
In the left navigation pane, select Fabric Membership.

In the right windowpane, select the Nodes Pending Registration tab. From the list of switches, select the serial
number corresponding to the -1 leaf. Right-click and select Register from the menu.

In the Register pop-up window, enter the Pod ID, Node ID, and a Node Name for the selected Leaf switch.
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s’ APIC ann @ € © ©

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fabric Polic

Inventory @ = © | Fabric Membership 0
» C» Quick Start Registered Nodes Nodes Pending Registration Unreachable Modes Unmanaged Fabric Modes
@ Topology
> @ Pod2
> @ Pod 1
[ Pod Fabric Setup Palicy
I 55 Fabric Membership 0 0 O
B Disabled Interfaces and Decomm Unsupported Undiscovered Unknown

[ Duplicate IP Usage

o 1 H
Serial Number Pod ID -« Node RL MName Role Supports SSL Status
D TEP Model Certificate
Poaol
I FDO211304ZX 1 0 0 leaf yes nfa
FD021131 Register D s 0

Serial Number: FDO2113042K

l Pod ID: |1 =
\ Node ID: | 103 i
RL TEP Pool: [0 =

Role: |leaf ||

Node Name: | AAD7-93180Y(C-EX-WEST-1 |

Rack Name: | AAD7 (site:fabric, building:default, i~ (@

Cancel

8. Click Register to complete.
9. Repeat above steps to add the second or -2 Leaf switch to the fabric.

10. Select the tab for Registered Nodes. After a few minutes, the newly added switches should transition to a
Status of Active.
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o’ APIC anin @ € © O

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

Inventory | Fa

Inventory ® = © | Fabric Membership e 0
> C’ Quick Start Registered Nodes Modes Pending Registration Unreachable Nodes Unmanaged Fabric Modes
@ Topology
> @ Pod 2
> @ Pod 1
B Pod Fabric Setup Policy 6 o0 Det_:urnmiss'lonad O o0 Dat.:ommissionsd
_ i @ 0 Maintenance @ 0 Maintenance
I 5l Fabric Sl Leafs ® § Active ‘firtual Leafs ® 0 Active
[5 Disabled Interfaces and Decommi: ® 0 Inactive ® 0 Inactive
& Duplicate IP Usage
O + %
Serial Model Pod - Node Name Role IP Status
Number ID ID
SAL19400A.. NI9K-C9372PX 1 101 AAT1-9372PX-WEST-1 leaf 10.13.64.64... Active
SALT9400A..  N9K-C9372PX 1 102 AATT-9372PX-WEST-2 leaf 10.13.184.6...  Active
FDO211304... NO9K-C93180YC-EX 1 103 AAOD7-93180YC-EX-WEST-1 leaf 10.13.184.6...  Active
FDO211314...  N9K-C93180YC-EX 1 104 AAQ7-93180YC-EX-WEST-2  leaf 10.13.64.65...  Active
" FDO22240V... NO9K-C9364C 1 111 AAT1-9364C-WEST-1 spine  10.13.1B4.6... Active
FDO22240MJB  NI9K-CI364C 1 12 AA11-9364C-WEST-2 spine  10.13.184.6..  Active
SAL1913C... NI9K-C9372PX 2 2m BEO6-9372PX-WEST-1 leaf 10.14.24.66... Active
SAL1914CN...  NI9K-C9372PX 2 202 BEO6-9372PX-WEST-2 leaf 10.14.32.64...  Active
FDO221914... N9K-C9364C 2 211 BEO6-9364C-WEST-1 spine  10.14.24.64.. Active
FDO22182Q.. N9K-C9364C 2 212 BEO6-9364C-WEST-2 spine  10.14.24.65..  Active

11. From the left navigation menu, navigate to the Pod (Pod 1) that the Nexus switches were added to.

12. From the right-window pane, select the Topology tab to confirm the newly added switches are part of the Pod
topology.
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dilh APIC

System Tenants Fab

Inventory | Fabric Policies |

Inventory G = o
» C» Quick Start
@ Topology
> @ Pod2
I > @ Pod 1
[55 Pod Fabric Setup Palicy
58 Fabric Membership
[55 Disabled Interfaces and Decommi

&4 Duplicate IP Usage

AcC

ss Policies king

Pod - 1

AA11-9364C-WEST-1 A LI SGICIAESTES

AATT-9372PX-WEST-1 AA11-9372PX-WEST-2 AADT-93180YC-EX-... AADT-93180YC-EX-...

=

AT T-APIC-M2-...

o @ G O O

L4-L7 Services Admin Operations Apps

Summary Dashboard Topology Interface Operational Stats Faults History
o =
o Configuration Zones
Hide () Show

<]
H

= - =

AR -APIC-M2-...

13. Repeat steps 1-12 using setup information for Pod-2 leaf switches. The same procedure can be used to
discover additional leaf switch pairs in either Pod.

Setup Out-of-Band and In-Band Management for New Leaf Switches

To configure out-of-band and in-band management for the new leaf switches, follow these steps:

1.
2.
3.

Use a browser to navigate to the APIC GUI. Log in using admin account.

From the top menu, select Tenants > mgmt.

From the left navigation pane, expand and select Tenant mgmt > Node Management Addresses > Static Node
Management Addresses.

Right-click and select Create Static Node Management Addresses.

In the Create Static Node Management Addresses pop-up window, specify the Node ID Range for the
switches(for example, 103-104), for Config: select the checkboxes for Out-of-Band Addresses and In-Band

Addresses.

In the Out-of-Band Addresses section of the window, for the Out-of-Band Management EPG, select default
from the drop-down list. Specify the Out-of-Band Management IPv4 Address for the first node in the
specified node range. Specify the address for the Out-of-Band Management IPv4 Gateway.
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7. Inthe In-Band IP Addresses section of the window, for the In-Band Management EPG, select an EPG, for e.g.
In-Band_EPG or select Create In-Band Management EPG from the drop-down list to create a new EPG.
Specify the In-Band Management IPv4 Address for the first node in the specified node range. Specify the
address for the In-Band Management IPv4 Gateway.

‘ﬁ ACI will use the IP address of the first node to assign consecutive IP addresses for other nodes

8. Click Submit to complete and then click Yes in the Confirm pop-up window to assign the IP address to the
range of nodes specified.

9. Repeat steps 1-9 for other leaf switch pairs in Pod-1 and for the leaf switches in Pod-2.

10. The switches can now be accessed directly using SSH.

Enable Access Layer Connectivity to Cisco UCS Domains

To use the compute and storage resources provided by a Cisco HyperFlex cluster, the HyperFlex cluster must first
be formed using the Cisco HyperFlex servers that are dual-homed to a pair of Cisco UCS Fabric Interconnects.
The Cisco HyperFlex cluster can be deployed either:

e From the Cloud using Cisco Intersight or
e Using a HyperFlex installer virtual machine deployed in an existing virtualization environment

However, before a HyperFlex cluster can be deployed, the ACI fabric must provide connectivity from the
HyperFlex installer (Intersight or Installer VM) to the HyperFlex nodes connected to Cisco UCS Fabric
Interconnects in the Cisco UCS domain. ACI must also provide connectivity to any other networks and services
that are required to complete the installation. To enable this connectivity, the ACI requires:

e Physical connectivity to the Cisco UCS domain, consisting of a pair of Cisco UCS Fabric Interconnects. The
HyperFlex servers are dual-homed to a pair of Fabric Interconnects. A single UCS domain can support
multiple HyperFlex clusters. In this design, a separate Cisco UCS domain is used for each HyperFlex
cluster, and two for the HyperFlex stretched cluster. The leaf switch pairs deployed in the previous section
will be used to connect the Cisco UCS domains in the solution.

e Access layer configuration or ACI Fabric Access Policies to configure the leaf switch interfaces that connect
to the Cisco UCS domain.

The procedures in this section will configure the ACI fabric to connect to the Cisco UCS domains deployed in this
solution. Once the physical connectivity is established between leaf switches and Cisco UCS Fabric Interconnects
in the Cisco UCS domain, the links will be configured for 40GbE (for HyperFlex stretch cluster) and 10GbE (for the
HyperFlex standard cluster) connectivity. Two virtual Port Channels (vPCs) will also be established from each leaf
switch pair to the Cisco UCS Fabric Interconnect pair (FI-A, FI-B) in the Cisco UCS domain where the HyperFlex
cluster resides. Additional policies will also be applied to the access links as needed. The corresponding UCS
domain configuration is covered in an upcoming section.

Topology

The access layer connectivity from the ACI fabric to the Cisco UCS domain in Pod-1 for the HyperFlex stretched
cluster is shown in Figure 17.
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Figure 17 ACI Fabric Connectivity to Cisco UCS Domain for HyperFlex Stretched Cluster in Pod-1
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The access layer connectivity from the ACI fabric to the Cisco UCS domain in Pod-2 for the HyperFlex stretched
cluster is shown in Figure 18.

Figure 18 ACI Fabric Connectivity to Cisco UCS Domain for HyperFlex Stretched Cluster in Pod-2
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APIC-3
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The ACI Fabric topology to connect to the Cisco UCS domain in Pod-1 for the HyperFlex standard cluster is
shown in Figure 19.
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Figure 19 ACI Fabric Connectivity to Cisco UCS Domain for HyperFlex Standard Cluster in Pod-1
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Enable 40Gbps on Links to Cisco UCS Domain

In this design, the Cisco UCS domains for the Hyperflex stretch cluster consists of a pair of Cisco UCS 6300
Series Fabric Interconnects that connect to the ACI leaf switches using 40Gbps links. 10Gbps links can also be
used if needed. By default, the 40Gbps ports on the Nexus leaf switch model used in this design are Uplink ports.
To re-configure these ports as Downlink ports, follow these steps:

ﬂ The ACI leaf switches must be reloaded for the changes in this section to take effect.

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Inventory.

3. From the left navigation pane, select the Pod and the first Leaf switch that connects to the UCS Domain (FI-A,
FI-B).

4. In the right windowpane, select the Interface tab.

5. Under Mode, select Configuration from the drop-down list.

6. Select the port that connects to the first Fabric Interconnect (FI-A).

7. From the menu above the ports, select Downlink.

8. In the Configure Uplink/Downlink Interface pop-up window, click Submit.

9. Repeat the above steps for the port that connects to the second Fabric Interconnect (FI-B).

10. In the Configure Uplink/Downlink Interface pop-up window, click Submit and Reload Switch to reload the
switch so that the changes to take effect.

11. Repeat steps 1-10 for the second Leaf switch that connects to the Cisco UCS domain (FI-A, FI-B).

12. Repeat steps 1-11 for the leaf switches that connect to UCS domain for HyperFlex stretch cluster in Pod-2.
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Enable Access Layer Configuration to Cisco UCS Domain

The ACI fabric uses Fabric Access Policies (and Profiles) to configure the access layer interfaces that connect to
endpoints or edge devices such as the Cisco UCS fabric interconnects in this design. The deployment workflow
for configuring Fabric Access Policies on the leaf switches that connect to the Cisco UCS domains is shown in
Figure 20 .

Deployment Workflow

The workflow in Figure 20 will configure the access ports on a leaf switch pair and create the vPCs to the Cisco
UCS Domain (FI-A, FI-B).

Figure 20 Fabric Access Policies - To Cisco UCS Domain and HyperFlex Cluster
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This workflow is used in the next few sections to step through the configuration required to deploy the access
layer configuration on ACI leaf switches that connect to the Cisco UCS domains in this solution.

Create VLAN Pool for Cisco UCS Domain

The VLAN Pool defines all the VLANSs that will be used in the Cisco UCS domain. In the ACI Fabric, the VLAN pool
is created and associated with the access layer connection to the UCS domain for the HyperFlex cluster. When
traffic is received from the VLANSs in the pool, ACI fabric will use the VLAN tag to map it to an EPG for further
forwarding decisions for traffic received on that VLAN. A single Cisco UCS domain can support multiple Cisco
UCS servers and HyperFlex clusters; the VLAN pool should include the VLANS for all servers reachable through
the access ports to Cisco UCS fabric Interconnects being configured.

The VLANSs used in this design for the HyperFlex stretch cluster are listed in Table 41 . The corresponding VLAN
names in the Cisco UCS and HyperFlex domain are also provided. The VLAN names are not used in the ACI
fabric. The listed VLANSs are the HyperFlex infrastructure VLANs and not VLANSs for VMs hosted on the cluster —
reachability to infrastructure networks are necessary for the initial setup and deployment of the HyperFlex cluster.
Application VM networks are not added at this point in the configuration since the focus is on bringing up the
Cluster first.
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Table 41 VLAN Pool - To Cisco UCS Domain and HyperFlex Cluster

VLAN Pool Name AII’\c;‘;a;Lon VLAN VLAN Name Description

Management (InBand) Network for ESXi Hypervisor and

Lie hEissabetCanaus Storage Controller VM (SCVM) on HX nodes

HXV-UCS_VLANs Static 3018 hxv-vmotion HX vMotion Network

8
o
(=}
(=]
m
©
(%)
o
2
o]
-
()
(-
>

HX Storage Data Network — a unique VLAN should be used

3218 hxvl-st -dat
RETSsetagindass for each HX cluster deployed

ﬁ In this design, the HyperFlex clusters use unique vlans for storage-data but share the management and
vMotion VLANSs.

To configure VLAN pools for the Cisco UCS domain and the corresponding HyperFlex cluster, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.
3. From the left navigation pane, expand and select Pools > VLAN. Right-click and select Create VLAN Pool.
4. In the Create VLAN Pool pop-up window, specify a Name. For Allocation Mode, select Static Allocation. For
Encap Blocks, use the [+] button on the right to add VLANSs to the VLAN Pool. In the Create Ranges pop-up
window, configure the VLANSs that need to be trunked from the Cisco UCS Fls to the ACI Fabric. Leave the
remaining parameters as is. Additional VLANsS can be added later as needed.
&k APC
System Tenants Fabric Virtual Netwaorking L4-L7 Services Admin Operations Apps Integrations

Inventory | a es | Access Policies

Pools - VLAN

Create VLAN Pool 09

Name: |HXV-UCS_VLANs Descriptif

Description: | optional

Allocation Mode: | Dynamic Allocation Static Allocation

Encap Blocks: +
VLAN Range Description Allocation Mode Role
Create Ranges (2 1]
Type: VLAN

Description: | optional

Range: wean || [ |- |wian || [118

Integer Value nteger value

Allocation Mode: — Inherit allocMode from parent Static Allocation
GBI External or On the wire encapsulations

multipodL30ut_VianPool
SharedL30ut-West-Pod1_V.

5. Repeat steps 1-4 for the remaining VLANSs that need to be added to the VLAN Pool for the UCS Domain. The
same VLANs need to be added to the corresponding Cisco UCS Fls in the UCS domain, on the uplinks from
the FlIs to the ACI fabric. For HyperFlex environment, the installation process will take care of adding this.
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ﬁ The HX storage data VLANSs should be unigue (recommended) to each HyperFlex cluster. However,

they should still be trunked on the uplinks to the ACI Fabric to handle failure situations where differ-
ent hosts are forwarding on different Cisco UCS fabrics (FI-A, FI-B).

6
7

e
clsco AP|C
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory | Fabric Policies | Access Policies
Policies
@ @ @ Pools - VLAN

C» Quick Start
B Switches
B Modules Create VLAN Pool 09
& Interfaces Name: | HXV-UCS_VLANs
= Policies Description: | optional
= Pools

= VLAN ) )

Allocation Mode: Dynamic Allocation Static Allocation
B VXLAN
Encap Blocks:
= vsAN T+
Ba VSAN Attributes VLAN Range Description Allocation Mode Role
[118] Inherit allocMode fro...  External or On the wi...
= Multicast Address ) .
[3018] Inherit allocMode fro...  External or On the wi...

[ Physical and External Domains I [3218] Inherit allocMode fro...  External or On the wi...

. Click Submit to complete.

. Repeat steps 1-6 to add the storage-data vlan (VLAN 3118) for the HyperFlex standard cluster to the same
VLAN pool.

Create Domain Type for Cisco UCS Domain

Table 42 External Domain - To Cisco UCS Domain and HyperFlex Cluster

2
o
(=)
o
o0
©
(%)
O
=)
o
-
(@)
Q
>

To configure the domain type for the access layer connection to the Cisco UCS domain where the HyperFlex
Cluster is deployed, follow these steps:

1.

2
3.
4
5

Domain Name Domain Type VLAN Pool Name Connects To

HXV-UCS_Domain External Bridged Domain HXV-UCS_VLANs Cisco UCS Domain

Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Fabric > Access Policies.

From the left navigation pane, expand and select Physical and External Domains > External Bridged Domains.
Right-click External Bridged Domains and select Create Layer 2 Domain.

In the Create Layer 2 Domain pop-up window, specify a Name and select the previously created VLAN Pool
from the drop-down list.
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alalrn,

clsco AP|C

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies
Policies . :
@ @ @ External Bridged Domains

C» Quick Start

B Switches Create Layer 2 Domain v

[ Modules Name: | Hxv-UCS_Domain :

= Interfaces Associateéj Atta;haﬁbllg select a value \,

= Policies ntity Profile: [
VLAN Pool: | HXV-UCS_VLANSs(static) v @

= Pools [

S ity Domains:
[ Physical and External Domains ecurty Bomains o + [
Select Name Description

= Physical Domains
[ External Bridged Domains
= L3 Domains

[ Fibre Channel Domains [

6. Click Submit to complete.

‘& In this design, the same Layer 2 domain is used for all HyperFlex UCS domains.

Create Attachable Access Entity Profile for Cisco UCS Domain
Table 43  Attachable Access Entity Profile - To Cisco UCS Domain and HyperFlex Cluster

AAEP Name Domain Name VLAN Pool Name Connects To

HXV-UCS_AAEP HXV-UCS_Domain HXV-UCS_VLANs Cisco UCS Domain

VPC to UCS 6300 Fls

To create an Attachable Access Entity Profile (AAEP) for the access layer connection to the Cisco UCS domain
where the HyperFlex cluster is deployed, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Fabric > Access Policies.

From the left navigation pane, expand and select Policies > Global > Attachable Access Entity Profiles.
Right-click and select Create Attachable Access Entity Profile.

In the Create Attachable Access Entity Profile pop-up window, specify a Name.

o O A W N

For the Domains, click the [+] on the right-side of the window to add a domain. For the Domain Profile, select
the previously created domain from the drop-down list.
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dsco’ APIC

System Tenants

Inventory

Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Fabric Policies Access Policies

Attachable Access Entity Profiles

Create Attachable Access Entity Profile

Name: | HXV-UCS_AAEP

Description: |optional

Enable Infrastructure VLAN: []

Domains (VMM, Physical or
External) To Be Associated
To Interfaces:  Domain Profile

Entity Profiles
Encapsulation

"sr-\cct an option |v [ ]
L

STEP 1 > Profile 1. Profile 2. Association To Interfaces

HXV-UCS_Domain (L2)

VSV-UCS_Domain (L2)
ASV-L30ut-West-Pod1_Domain (L3)
SharedL30ut-West-Pod1_Domain (L3)
EPG DEPLOYMENT (41 5o~ SharedL30ut-West-Pod2_Domain (L3)
multipodL30ut_RoutedDomain (L3)
In-Band-Mgmt-APIC_PhyD (Physical)
VSV-FS9100-A (Physical)
VSV-FS9100-B (Physical)

__sn_cluster_SE-Cluster-West (Physical)

Application EPGs Primary Encap

+
Mode

IGrp

»
1Grp, S
™

rp, Swil

£s-620

p, VSV-
p, VSV-

JCS_6

7. Click Update. Click Next. Association to interfaces will be done in a later step. Click Finish.

Create Interface Policies for the vPC Interfaces to Cisco UCS Domain

Interface policies are features or protocols that can be applied to the interfaces that connect to the UCS domain.

The policies used here were pre-configured during the deployment of the ACI fabric in Pod-1. The pre-

configured policies can be used for any access layer connections by grouping the policies into a policy group and

applying it to the relevant interfaces. Proceed to next section to create a policy group for the UCS domain.

Table 44

Interface Policies - To Cisco UCS Domain for HyperFlex Stretched Cluster

vPC to UCS 6300 Fis

Interface Policy Name Description
40Gbps-Link Configures link for 40Gbps
CDP-Enabled Enables CDP
LLDP-Enabled Enables LLDP
BPDU-FG-Enabled Enables BPDU Guard
VLAN-Scope-Local Configures VLAN Scope to be Local
LACP-Active Enables LACP
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Table 45 Interface Policies - To Cisco UCS Domain for HyperFlex Standard Cluster

Interface Policy Name Description
c 10Gbps-Link Configures link for 10Gbps
g CDP-Enabled Enables CDP
g LLDP-Enabled Enables LLDP
5 BPDU-FG-Enabled Enables BPDU Guard
s VLAN-Scope-Local Configures VLAN Scope to be Local
LACP-Active Enables LACP

Create Interface Policy Group for the vPC Interfaces to Cisco UCS Domain

Table 46 Interface Policy Group - To Cisco UCS Domain for HyperFlex Stretched Cluster

Interface Policy Group Name Interface Policy Name Associated AAEP

40Gbps-Link

HXV-UCS-6300FI-A_IPG GPESEnapled
LLDP-Enabled
HXV-UCS-6300FI-B_IPG HXV-UCS_AAEP
= BPDU-FG-Enabled -

VvPC to UCS 6300 Fis

VLAN-Scope-Local
LACP-Active

Table 47 Interface Policy Group - To Cisco UCS Domain for HyperFlex Standard Cluster

Interface Policy Group Name Interface Policy Name Associated AAEP
10Gbps-Link
CDP-Enabled

HXV-UCS-6200FI-A IPG
LLDP-Enabled
HXV-UCS-6200FI-B IPG HXV-UCS AAEP
- BPDU-FG-Enabled -
VLAN-Scope-Local

LACP-Active

vPC to UCS 6200 Fis

& Two Interface Policy Groups are necessary to create the separate vPCs to each Fl in the UCS domain
though interfaces to all Fabric Interconnects use the same policies in this design.

To create an interface policy group to apply policies to the access ports that connect to the Cisco UCS domain
where the HyperFlex cluster resides, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Interfaces > Leaf Interfaces > Policy Groups > VPC Interface.
Right-click and select Create VPC Interface Policy Group.

4. Inthe Create VPC Interface Policy Group pop-up window, specify a Name and select the relevant pre-
configured policies for the UCS domain from the drop-down list for each field. For the Attached Entity Profile,
select the previously created AAEP to Cisco UCS Domain.
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dsce APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

P
©) Policy Groups - VPC Interface

Create VPC Interface Policy Group

Name:  HXV-UCS-6300FI-A_IPG

Description: | optional

Link Level Policy: | 40Gbps-Link

CDP Policy: CDP-Enabled

m D

MCP Policy: | select a value
CoPP Policy: | select a value
LLDP Policy:  LLDP-Enabled

STP Interface Policy: BPDU-FG-Enabled

-l

L2 Interface Policy: | VLAN-Scope-Local
Port Security Policy: | select a value
Egress Data Plane Policing Policy: | select a value
Ingress Data Plane Policing Policy: | select a value
Priority Flow Control Policy: | select a value
Fibre Channel Interface Policy: | select a value
Slow Drain Policy: | select a value
MACsec Policy: | select a value

Attached Entity Profile:  HXV-UCS_AAEP

W

Port Channel Policy: LACP-Active
Meonitoring Policy: | select a value
Storm Control Interface Policy: | select a value

NetFlow Monitor Policies:

NetFlow IP Filter Type NetFlow Monitor Policy

5. Click Submit to complete.
6. Repeat steps 1-5 for the vPC interface to the second Fabric Interconnect in the pair.

7. Repeat steps 1-6 for the vPCs to UCS domain (FI-A, FI-B) for HyperFlex standard cluster.

Create Leaf Interface Profile for the vPC Interfaces to Cisco UCS Domain

Table 48 Interface Profile - To Cisco UCS Domain for HyperFlex Stretched Cluster

9 Leaf Interface Profile Name Access Port Selector Interface Policy Group
v

=)

es HXV-UCS pl 49 HXV-UCS-6300FI-A IPG
om HXV-UCS-6300FI_IPR

> HXV-UCS pl 50 HXV-UCS-6300FI-B_IPG

Table 49 Interface Profile - To Cisco UCS Domain for HyperFlex Standard Cluster

8 Leaf Interface Profile Name Access Port Selector Interface Policy Group
7}

o HXV-UCS_pl 17 HXV-UCS-6200FI-A IPG
%) HXV-UCS-6200FI_IPR

5 HXV-UCS_pl 18 HXV-UCS-6200FI-B_IPG
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ﬂ Two Access Port Selectors and Interface Policy Groups are necessary to create the separate vPCs to
each Fabric Interconnect in the UCS domain though the interfaces use the same interface policies in this
design.

To create a leaf interface profile to configure the access ports that connect to the Cisco UCS domain where the
HyperFlex Cluster is deployed, follow these steps:

1. Use a browser to navigate to the APIC GUI. Login using the admin account.
2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Interfaces > Leaf Interfaces > Profiles. Right-click and select
Create Leaf Interface Profile.

4. In the Create Leaf Interface Profile pop-up window, specify a profile Name and for Interface Selectors, click
the [+] to select access ports connecting the Leaf switches to the UCS domain. In the Create Access Port
Selector pop-up window, specify a selector Name, for the Interface IDs, select the access port going from the
leaf switch to the first Fabric Interconnect. For the Interface Paolicy Group, select the previously configured
policy group from the drop-down list for the first Fabric Interconnect.

NHm
cisco Aplc
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory |  Fabric es | Access Policies

Leaf Interfaces - Profiles

Create Leaf Interface Profile 00
Name: |HXV-UCS-6300FI_IPR

Description: |Optiona

Create Access Port Selector (2 %]

Interface Selectors: Name: HXV-UCS_p1_49

Description: optional
Interface IDs: 1/49

Connected To Fex: []

Interface Policy Group: | HXV-UCS-6300FI-A_IPG ] @

5. Click OK.

6. Repeat steps 1-5 to create a second Access Port Selector for the vPC to the second Fabric Interconnect in
the Cisco UCS domain by clicking the [+] to add more Interface Selectors for the same Interface Profile.

7. Verify that all vPC interfaces to UCS have been added and are listed in the Interface Selectors section.
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asco’ APIC

System Tenants Fabric Virtual Networking L4-L7 Services

Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies @ @ @ Leaf Interfaces - Profiles

C» Quick Start

B Switches
Bl Modules Create Leaf Interface Profile 0

= Interfaces Name: | HXV-UCS-6300FI_IPR
B Spine Interfaces Description: | optional
B Leaf Interfaces
[ Profiles Interface Selectors: W o+

[ Policy Groups Name Type
B Overrides HXV-UCS_p1_49 range
B Policies | Hxv-ucs_p1_so range

= Pools

I Physical and External Domains

8. Click Submit to complete.

9. Repeat steps 1-8 for the interfaces going to the UCS domain for the HyperFlex standard cluster.

Create Switch Policies for the vPC Interfaces to Cisco UCS Domain

Table 50 Switch Policies - vPC to Cisco UCS Domain for HyperFlex Stretched Cluster in Pod-1

Switch Policy Name VPC Explicit Protection Group vPC Domain ID Node ID

Virtual Port Channel

SledEomilis HXV-UCS-Leaf 103-104 VPC_ExPG 18 103, 104

Table 51  Switch Policies - vPC to Cisco UCS Domain for HyperFlex Stretched Cluster in Pod-2

Pod 2
Switch Policy Name VPC Explicit Protection Group vPC Domain ID Node ID
ge
8 .
§ Virtual Port Channel HXV-UCS-Leaf 203-204_VPC_ExPG 18 203, 204
default = ="TT=

Switch Policy Name VPC Explicit Protection Group vPC Domain ID Node ID

Virtual Port Channel

AL HXV-UCS-Leaf 109-110_VPC_ExPG 17 109,110

To create leaf switch policies to apply to the vPC interfaces that connect to the Cisco UCS domain where the
HyperFlex Cluster is deployed, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Fabric > Access Policies.
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3. From the left navigation pane, expand and select Policies > Switch > Virtual Port Channel default.
4. Right-click and select Create VPC Explicit Protection Group.

5. In the Create VPC Explicit Protection Group pop-up window, specify a Name and for the ID, provide the vPC
Domain ID for the Leaf pair. For Switch 1 and Switch 2, select the Node IDs of the leaf pair from the list.

dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies . . . .
® @ @ Virtual Port Channel Security Policy - Virtual Port Channel default
C) Quick Start
= Switches
= Modules
[ Interfaces Drmmartiag
i Policies Create VPC Explicit Protection Group 00
Switct
i Switch Name: |HXV-UCS-Leaf_103-104_VPC_ExPG
= Spanning Tree
ID: |18 -
Fibre Ct I Nod
= DrE Shannet Hoce VPC Domain Policy: |select a value v
[ Fibre Channel SAN Switch 1
witch 1: 1103 e
= CoPP Spine
Switch 2: 1104 v

B CoPP Leaf

fed PoE Node

6. Click Submit to complete.

7. Repeat steps 1-6 for the leaf switches that connect to the UCS domain for the HyperFlex stretched cluster in
Pod-2.

8. Repeat steps 1-6 for the leaf switches that connect to the UCS domain for the HyperFlex standard cluster in
Pod-1.

Create Leaf Switch Profile

Table 53  Switch Profile - To Cisco UCS Domain for HyperFlex Stretched Cluster in Pod-1

Leaf Profile Name Leaf Selectors Leaf Interface Profile

HXV-UCS-Leaf 103-104_IPR HXV-UCS-Leaf 103-104 HXV-UCS-&300FI_IPR

Table 54  Switch Profile - To Cisco UCS Domain for HyperFlex Stretched Cluster in Pod-2
Pod 2

Qn Leaf Profile Name Leaf Selectors Leaf Interface Profile

8
gg HXV-UCS5-Leaf 203-204_IPR HXV-UCS5-Leaf 203-204 HXV-UC5-6300FI_IFR
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Table 55 Switch Profile - To Cisco UCS Domain for HyperFlex Standard Cluster in Pod-1

Leaf Profile Name Leaf Selectors Leaf Interface Profile

HXV-UCS-Leaf 109-110_IPR HXV-UCS-Leaf 109-110 HXV-UCS-6200FI_IPR

To create a switch profile to configure the leaf switches that connect to the Cisco UCS domain where the
HyperFlex Cluster is deployed, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Fabric > Access Policies.

3. From the left navigation pane, expand and select Switches > Leaf Switches > Profiles. Right-click and select
Create Leaf Profile.

4. In the Create Leaf Profile pop-up window, specify a profile Name. For Leaf Selectors, click the [+] on the right
to select the leaf switches to apply the policies to. For Name, specify a name for the Leaf Switch Pair. For
Blocks, select Node IDs for the Leaf Switch pair that connects to the Cisco UCS Domain.

dsce APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

el el W) ED (@ Leaf Switches - Profiles

Create Leaf Profile 0

STEP 1 > Profile 1. Profile 2. Associations

Name: | HXV-UCS-Leaf_103-104_IPR

Description: | optional

Leaf Selectors: W +

Name Blocks Policy Group
HXV-UCS-Leaf_103-104 103-104 select an option

& Physical and External Domains

5. Click Update and then click Next.

6. Inthe STEP 2 > Associations window, for Interface Selector Profiles, select the previously created profile from
the list.
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dsce’ APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Eoiies Leaf Switches - Profiles

C» Quick Start

Create Leaf Profile [ 2]

Interface Selector Profiles: O +

Select Name Description
= Spine Switches : EXVEUGSEGI00FLIPR

= In-Band-Mgmt-APIC-Pod...

i Modu ] In-Band-Mgmt-APIC-Pod...

B Interf: ] SharedL30ut-West-Pod1...

B Policies ! SharedL30ut-West-Pod2

= Pools Module Selector Profiles: S

[ Physical and External Domains Select Name Description

Previous Cancel Finish

7. Click Finish to complete.

8. Repeat steps 1-7 for the leaf switches that connect to the UCS domain for the HyperFlex stretched cluster in
Pod-2.

9. Repeat steps 1-7 for the leaf switches that connect to the UCS domain for the HyperFlex standard cluster in
Pod-1.
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Solution Deployment - Setup Cisco UCS Domains

This section covers the setup of a new Cisco UCS domain for connecting HyperFlex clusters. In this design,
multiple UCS domains are used, two for the HyperFlex stretched cluster (for Applications) and one for the
HyperFlex standard cluster (for Management). The same procedures are used for bringing up all three UCS

domains in this design. This section also provides detailed procedures for connecting each UCS domain to Cisco

Intersight.

ﬂ Repeat the procedures in this section for each UCS domain in the solution using the setup information
provided below.

‘ﬁ Screenshots in this section are from a previous release of this CVD. For this CVD, the testbed environ-

ment for the older CVD was upgraded and re-deployed. Therefore, any screenshots showing the initial

install and setup of the UCS domain are based on the previous CVD release.

Setup Information

This section provides the setup information for deploying the three UCS domains in this solution.

Table 56 UCS Domain Setup Information

Pod 1
" System Name Hostname Management IP Gateway Other
[
8 HXV1-6300FI-A 192.168.167.205/24 Cluster|P: 192.168.167.204
m
w
Gl HXV1-6300-FI 192.168.167.254 DNS Server: 10.99.167.244
=l HXV1-6300FI-B 192.168.167.206/24

Domain Name: hxv.com

Pod 2
" System Name Hostname Management IP Gateway Other
[
8 HXV2-6300FI-A 192.168.167.208/24 Cluster|P: 192.168.167.207
m
w
e} HXV2-6300-FI 192.168.167.254 DNS Server: 10.99.167.244
=i HXV2-6300FI-B 192.168.167.209/24

Domain Name: hxv.com

Pod 1
" System Name Hostname Management IP Gateway Other
[
8 HXV0-6200FI-A 192.168.167.202/24 Cluster|P: 192.168.167.201
~N
("]
Gl HXV0-6200-FI 192.168.167.254 DNS Server: 10.99.167.244
=l HXV0-6200FI-B 192.168.167.203/24

Domain Name: hxv.com

Bring Up Cisco UCS Domain with Fabric Interconnects

This section explains the setup of a new Cisco Unified Computing System (Cisco UCS) domain for use in a

HyperFlex environment. The process does an initial setup of a new pair of Cisco UCS Fabric Interconnects that will

be used to connect and deploy HyperFlex systems. Use the setup information to deploy the UCS domain.
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Cisco UCS Fabric Interconnect A (FI-A)

To start the configuration of the FI-A, connect to the console of the fabric interconnect and step through the Basic
System Configuration Dialogue:

---- Basic System Configuration Dialog ----

This setup utility will guide you through the basic configuration of

the system. Only minimal configuration including IP connectivity to

the Fabric interconnect and its clustering mode is performed through these steps.

Type Ctrl-C at any time to abort configuration and reboot system.
To back track or make modifications to already entered values,
complete input till end of section and answer no when prompted
to apply configuration.

Enter the configuration method. (console/gui) ? console
Enter the setup mode; setup newly or restore from backup. (setup/restore) ? setup
You have chosen to setup a new Fabric interconnect. Continue? (y/n): y

Enforce strong password? (y/n) [vy]:

Enter the password for "admin':

Confirm the password for "admin':

Is this Fabric interconnect part of a cluster(select "no" for standalone)? (yes/no) [n]: yes
Enter the switch fabric (A/B) [1: A

Enter the system name: HXV1-6300-FI

Physical Switch MgmtO IP address : 192.168.167.205

Physical Switch MgmtO IPv4 netmask : 255.255.255.0

IPv4 address of the default gateway : 192.168.167.254

Cluster IPv4 address : 192.168.167.204

Configure the DNS Server IP address? (yes/no) [n]: yes

DNS IP address : 10.99.167.244

Configure the default domain name? (yes/no) [n]: yes

Default domain name : hxv.com

Join centralized management environment (UCS Central)? (yes/no) [n]:

Following configurations will be applied:

Switch Fabric=A

System Name=HXV1-6300-FI

Enforced Strong Password=yes

Physical Switch MgmtO IP Address=192.168.167.205
Physical Switch MgmtO IP Netmask=255.255.255.0
Default Gateway=192.168.167.254

Ipv6 value=0

DNS Server=10.99.167.244

Domain Name=hxv.com

Cluster Enabled=yes

Cluster IP Address=192.168.167.204

NOTE: Cluster IP will be configured only after both Fabric Interconnects are initialized. UCSM will be
functional only after peer FI is configured in clustering mode.

Apply and save the configuration (select "no" if you want to re-enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - Ok

Cisco UCS 6300 Series Fabric Interconnect
HXV1-6300-FI1-A login:

Cisco UCS Fabric Interconnect B (FI-B)
Continue the configuration of Fabric Interconnect B (FI-B) from the console.
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Enter the configuration method. (console/gui) ? console
Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added
to the cluster. Continue (y/n) ? vy

Enter the admin password of the peer Fabric interconnect:

Connecting to peer Fabric interconnect... done

Retrieving config from peer Fabric interconnect... done

Peer Fabric interconnect MgmtO IPv4 Address: 192.168.167.205

Peer Fabric interconnect MgmtO I1Pv4 Netmask: 255.255.255.0

Cluster IPv4 address : 192.168.167.204

Peer F1 is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address
Physical Switch MgmtO IP address : 192.168.167.206

Apply and save the configuration (select "no" if you want to re-enter)? (yes/no): yes
Applying configuration. Please wait.

Wed Jul 11 02:23:14 UTC 2018
Configuration file - Ok

Cisco UCS 6300 Series Fabric Interconnect
HXV1-6300-FI1-B login:

Initial Setup of Cisco UCS Domain

Log into Cisco UCS Manager

To log into the Cisco Unified Computing System (UCS) environment, follow these steps:

1. Use a browser to navigate to the Cluster IP of the Cisco UCS Fabric Interconnects.
2. Click the Launch UCS Manager to launch Cisco UCS Manager.

3. Click Login to log in to Cisco UCS Manager using the admin account.

4

If prompted to accept security certificates, accept as necessary.

Upgrade Cisco UCS Manager Software to Version 4.0(1¢)

This document is based on Cisco UCS 4.0(1c¢) release of software for Cisco UCS infrastructure and HyperFlex
nodes. To upgrade the Cisco UCS Manager software, the Cisco UCS Fabric Interconnect firmware and the server
firmware bundles to version 4.0(1¢) refer to the following Cisco UCS Manager Firmware Management Guide:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-manager/GUI-User-Guides/Firmware -
Mamt/4-0/b UCSM GUI Firmware Management Guide 4-0.pdf.

Configure Cisco UCS Call Home and Anonymous Reporting (Optional)

It is highly recommended by Cisco to configure Call Home in Cisco UCS Manager. Configuring Call Home will
accelerate resolution of support cases. To configure Call Home, follow these steps:

To configure Call Home, follow these steps:

1. Use a browser to navigate to the UCS Manager GUI. Log in using the admin account.
2. From the left navigation pane, select the Admin icon.

3. Select All > Communication Management > Call Home.
4

In the General Tab, change the State to On.
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5.

Use the other tabs to set Call Home Policies and other preferences, including Anonymous Reporting which
enables data to be sent to Cisco for implementing enhancements and improvements in future releases and
products.

Configure NTP

To synchronize the Cisco UCS environment to the NTP servers in the Nexus switches, follow these steps:

1.

A L S

Use a browser to navigate to the UCS Manager GUI. Log in using the admin account.

From the left navigation menu, select the Admin icon.

From the left navigation pane, expand and select All > Time Zone Management > Timezone.

In the right windowpane, for Time Zone, select the appropriate time zone from the drop-down list.
In the NTP Servers section, Click [+] Add to add NTP servers.

In the Add NTP Server pop-up window, specify the NTP server to use.

Click OK and Save Changes to accept.

Configure Uplink Ports on Each FI - To Nexus Leaf Switches in ACI Fabric

The Ethernet ports on Cisco UCS Fabric Interconnects can be configured in different modes depending on what is
connected to them. The ports can be configured as Network Uplinks, Server ports, Appliance ports, and so on. By
default, all ports are unconfigured.

To configure Fl ports as network uplink ports to connect to the upstream network (in this case, ACI Fabric), follow
these steps:

1.
2.
3.

9.

Use a browser to navigate to the Cisco UCS Manager GUI. Log in using the admin account.
From the left navigation menu, select the Equipment icon.

From the left navigation pane, expand and select All > Equipment > Fabric Interconnects > Fabric Interconnect
A > Fixed Module (or Expansion Module as appropriate) > Ethernet Ports.

In the right windowpane, select the uplink port and right-click to select Enable to enable the port and then re-
select to select Configure as Uplink Port.

Click Yes and OK to confirm.
Repeat above steps for the next uplink port that connects to the ACI fabric from the same Fl.

Navigate to All > Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module (or Expansion
Module as appropriate) > Ethernet Ports.

In the right windowpane, select the uplink port and right-click to select Enable to enable the port and then re-
select to select Configure as Uplink Port.

Click Yes and OK to confirm.

10. Repeat above steps for the next uplink port that connects to the ACI fabric from the same FI.

11. Verify that all ports are now Network ports with an Overall Status of Up.

Bundle Uplink Ports on each FI - To Nexus Leaf Switches in ACI Fabric

The uplink ports on each Fl are bundled into a port-channel. The ports are connected to different Nexus Leaf
switches in the ACI fabric. The leaf switches are part of a vPC domain, with a vPC to each Fl - see Solution
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Deployment - ACI Fabric section of this document for the corresponding leaf switch configuration to this Fabric
Interconnect pair.

To configure the uplink networks ports into a port-channel follow these steps on each Fl:

1. Use a browser to navigate to the Cisco UCS Manager GUI. Log in using the admin account.
From the left navigation menu, select the LAN icon.

2
3. From the left navigation pane, expand and select All > LAN > LAN Cloud > Fabric A.
4. Right-click Fabric A and select Create Port Channel from the list.

5

In the Create Port Channel wizard, in the Set Port Channel Name section, for ID, specify a unique Port-
Channel ID for this port-channel and for Name, specify a name for this port-channel. Click Next.

6. Inthe Add Ports section, select the uplink ports from the Ports table and use the >> to add them to the Ports
in the port channel table to add them to port-channel. Click Finish and OK to complete.

7. Repeat steps 1-6 for Fabric B to create a port-channel to the Nexus Leaf switches, using the Fabric B uplink
ports.

8. Verify the port channel is up and running on both Fabric Interconnects, with Active members.

Configuration of Server Ports - To HyperFlex Servers

The Ethernet ports on Cisco UCS Fabric Interconnects that connect to the rack-mount servers, or to the blade
server chassis must be defined as server ports. When a server port comes online, a discovery process starts on
the connected rack-mount server or chassis. During discovery, hardware inventories are collected, along with
their current firmware revisions.

Rack-mount servers and blade chassis are automatically numbered in Cisco UCS Manager in the order which they
are first discovered. For this reason, it is important to configure the server ports sequentially in the order you wish
the physical servers and/or chassis to appear within Cisco UCS Manager.

Auto-Discovery of Server Ports (Option 1)

To enable servers to be discovered automatically when rack and blade servers are connected to server ports on
the Cisco UCS Fabric Interconnects, follow these steps:

1. In Cisco UCS Manager, click the Equipment icon on left-navigation pane.

2. Navigate to All > Equipment. In the right windowpane, click the tab for Policies > Port Auto-Discovery Policy.
3. Under Properties, set the Auto Configure Server Port to Enabled.

4. Click Save Changes and OK to complete.

Manual Configuration of Server Ports (Option 2)
To manually define the server ports and have control over the numbering of the servers, follow these steps:

1. In Cisco UCS Manager, from the left navigation menu, click the Equipment icon.

2. Navigate to All > Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module (or Expansion
Module as appropriate) > Ethernet Ports.

3. In the right-window pane, select the first port. Right-click and select Configure as Server Port.
4. Click Yes and OK to confirm.
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5. Navigate to All > Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module (or Expansion
Module as appropriate) > Ethernet Ports.

6. Inthe right-window pane, select the matching port from Fabric Interconnect A. Right-click and select
Configure as Server Port.

7. Click Yes and OK to confirm.
8. Repeat the above steps for the remaining ports that connect to servers.

9. Verify that all ports connected to chassis, Cisco FEX and rack servers are configured as Server Ports.

Modify Chassis Discovery Policy - For Blade Servers Only (Optional)

If the Cisco HyperFlex system uses Cisco UCS server blades in a Cisco UCS 5108 blade server chassis as
compute-only nodes in an extended HyperFlex cluster design, then chassis discovery policy must be configured.
The Chassis Discovery policy defines the number of links between the Fabric Interconnect and the Cisco UCS
Fabric Extenders on the blade server chassis. These links determine the uplink bandwidth from the chassis to Fl
and must be connected and active before the chassis will be discovered. The Link Grouping Preference setting
specifies if the links will operate independently, or if Cisco UCS Manager will automatically combine them into
port-channels. The number of links and the port types available on the Fabric Extender and Fabric Interconnect
models will determine the uplink bandwidth. Cisco best practices recommends using link grouping (port-
channeling). For 10 GbE connections Cisco recommends 4 links per side, and for 40 GbE connections Cisco
recommends 2 links per side.

To modify the chassis discovery policy when using a Cisco UCS B-series chassis with HyperFlex, follow these
steps:

1. Use a browser to navigate to the UCS Manager GUI. Log in using the admin account.
2. From the left navigation menu, select the Equipment icon.

3. From the left navigation pane, select All > Equipment.

4. In the right windowpane, click-on the Policies tab.
5

Under the Global Policies tab, set the Chassis/FEX Discovery Policy (for Action) to match the minimum number
of uplink ports that are cabled between the fabric extenders on the chassis and the fabric interconnects.

o

Set the Link Grouping Preference to Port Channel.

7. Click Save Changes and OK to complete.

Enable Cisco Intersight Cloud-Based Management

Cisco Intersight can be used to centrally manage all UCS domains and servers regardless of their physical
location. Cisco Intersight can also be used to install a new HyperFlex cluster connected to Fabric Interconnects in
a Cisco UCS domain. However, Cisco Intersight currently does not support the install of HyperFlex stretched
clusters. Therefore, in this design, all Cisco UCS domains and HyperFlex systems are managed from Cisco
Intersight but only the management HyperFlex cluster is installed using Cisco Intersight.

In this section, you will connect a Cisco UCS domain to Cisco Intersight to enable cloud-based management of
the environment. This procedure is followed for all Cisco UCS domains in the design. The installation of a standard
HyperFlex cluster using Cisco Intersight is covered in the next section.
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Prerequisites

The prerequisites for setting up access to Cisco Intersight are as follows.
e Anaccount on cisco.com.

e A valid Cisco Intersight account. This can be created by navigating to https://intersight.com and following
the instructions for creating an account. The account creation requires at least one device to be registered
in Intersight and requires Device ID and Claim ID information from the device. See Collecting Information
From Cisco UCS Domain for an example of how to get Device ID and Claim ID from Cisco UCS Fabric
Interconnect devices.

e Valid License on Cisco Intersight - see Cisco Intersight Licensing section below for more information.

e Cisco UCS Fabric Interconnects must have access to Cisco Intersight. In this design, the reachability is
through an out-of-band network in the existing infrastructure, and not through the Cisco ACI Multi-Pod
fabric.

e Cisco UCS Fabric Interconnects must be able to do a DNS lookup to access Cisco Intersight.
e Device Connectors on Fabric Interconnects must be able to resolve svc.ucs-connect.com.
e Allow outbound HTTPS connections (port 443) initiated from the Device Connectors on Fabric

Interconnects to Cisco Intersight. HTTP Proxy is supported.

Cisco Intersight Licensing

Cisco Intersight is offered in two editions:
e Base license which is free to use, and offers a large variety of monitoring, inventory, and reporting features.

e [Essentials license, at an added cost but provides advanced monitoring, server policy and profile
configuration, firmware management, virtual KVM features, and more. A 90-day trial of the Essentials
license is available for use as an evaluation period.

New features and capabilities will be added to the different licensing tiers over time.

Setup Information

To setup access to Cisco Intersight, the following information must be collected from the Cisco UCS Domain. The
deployment steps below will show how to collect this information.

e Device ID

e (Claim Code

Deployment Steps

To setup access to Cisco Intersight from a Cisco UCS domain, follow these steps:

Connect to Cisco Intersight
To connect and access Cisco Intersight, follow these steps:

1. Use a web browser to navigate to Cisco Intersight at https://intersight.com/.
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® ® <> i intersight.com & t (]

afean]n
(o £ of o)

INTERSIGHT

Cisco ID Single Sign-On (SSO) ®

If you do not have a Cisco ID,
create one here.

Enter email

Learn more about Cisco Intersight at Help Center

2. Log in with a valid cisco.com account or single sign-on using your corporate authentication.

Collect Information from Cisco UCS Domain

To collect information from Cisco UCS Fabric Interconnects to setup access to Cisco Intersight, follow these
steps:

1. Use a web browser to navigate to the Cisco UCS Manager GUI. Log in using the admin account.
2. From the left navigation menu, select the Admin icon.

3. From the left navigation pane, select All > Device Connector.

4

In the right windowpane, for Intersight Management, click Enabled to enable Intersight management.
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'dseo. UCS Manager 96 900 5@

=Y | All - All / Device Gonnector
* All The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a
E cloud-based management platform for Cisco UCS and HyperFlex systems. For a full listing of features and

» Faults, Events and Audit Log capabilities, please visit intersight.com/help.

% » User Management

+ Key Management Intersight Management
= » Communication Management
» Stats Management Enabled «
— * Time Zone Management
When this option is enabled, you can
— » Capability Catalog claim this system and leverage the
— . capabilities of Cisco Intersight.
» License Management
— If disabled, no cormmunication will be
— allowedto Cisco |I“ITEI‘SighL
J_,;‘ Agent Version 1.0.9-2290
- Device ID
Status Not Claimed

SAL2017PLAL&FD021300322 [5
Access Mode Allow Control
Claim Code
8304581C5BC0 [
[©]

5. From the Connection section, copy the Device ID and Claim ID information. This information will be required to
add this device to Cisco Intersight.

6. (Optional) Click Settings to change Access Mode and to configure HTTPS Proxy.

Add Cisco UCS Domain to Cisco Intersight
To add Cisco UCS Fabric Interconnects to Cisco Intersight to manage the UCS domain, follow these steps:
1. From Cisco Intersight, in the left navigation menu, select Devices.
2. Click the Claim a New Device button in the top right-hand corner.

3. Inthe Claim a New Device pop-up window, paste the Device ID and Claim Code collected in the previous
section.
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ntersight Device Claim 129 - : 5 O Archana Sharma Q.
Dashboards
Servers
HyperFlex Clusters

Fabric Interconnects

Service Profiles

Policies

Claim a New Device

Devices
To claim your device, you must have the Device ID and Claim Code.
Device 1D *

SAL2017PLAL&FDO21300322

Claim Code *

OEDACAD37F3A

4. Click Claim.

5. On Cisco Intersight, the newly added UCS domain should now have a Status of Connected.

6. On Cisco UCS Manager, the Device Connector should now have a Status of Claimed.

Add Additional Cisco UCS Domains and Servers to Cisco Intersight
Repeat the procedures in the previous sub-sections to add more UCS domains and servers to Cisco Intersight.
The UCS domains in this design that are managed by Cisco Intersight are shown below.

'L'.';;LL' Intersight Devices ) z z C Archana Sharma 2,

Dashboards Claim a New Device

Servers

Q, Search 6 iterms found v perpage 1 of2 [Z] [&
HyperFlex Clusters & per pag B El

Claimed By Status Type Device IP Device |D
Fabric Interconnects

asharma@cisco.... Connected UGS Demain 192.168.167.204 SALZ0T7PLAL & ..

Service Profiles
’ asharma@cisco.... Connected UCS Domain 192.168.167.207 FDOZZ062U3S &...

Folicies
asharma@cisco.... Connected UCS Demain 192168167201 S51191106FL & ..,

I
Devices 1 of2 [>]
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Solution Deployment - Foundational Infrastructure for Cisco HyperFlex
I ————————————

In this section, you will create the foundational infrastructure within ACI that will provide the necessary connectivity
to the UCS domains and HyperFlex systems in each Pod. This connectivity must be in place before the initial install
and deployment of a HyperFlex cluster. The foundation infrastructure provides the following:

e In-Band Management connectivity to all ESXi hosts and HyperFlex storage controller VMSs in the cluster.
This is required to manage the ESXi hosts in the cluster from VMware vCenter and for the overall
management and operation of the cluster itself. This connectivity is also required for the initial install and
deployment of the HyperFlex clusters.

e vMotion connectivity across the ACI fabric for HyperFlex clusters. vMotion is optional but it is foundational
network and therefore it is configured along with other HyperFlex infrastructure networks

e Storage data connectivity for both HyperFlex clusters. This includes ESXi hosts accessing datastores on
cluster but also for storage traffic between nodes in the cluster. This connectivity is configured in later
section.

Create Foundation Tenant and VRF

To enable HyperFlex foundational infrastructure connectivity, follow the procedures outlined in this section to
create a tenant and VRF as a container for handling all forwarding for this type of traffic through the ACI fabric. The
same Tenant and VRF will be used by all HyperFlex clusters that connect to this ACI Multi-Pod fabric.

Setup Information

e Tenant: HXV-Foundation

e VRF: HXV-Foundation VRF

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Tenants > Add Tenant.

3. Inthe Create Tenant pop-up window, specify a Name for the tenant. For the VRF Name, enter a name for the
only VRF in this Tenant Check the box for “Take me to this tenant when | click finish.” (Optional)
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All Tenants

-~ Name

sn_cluster,

ASV-Foundat
CHV-Applica
CHV-Founda
common
HXV-App-A
HXV-App-VC
HXV-Foundat
HXV-ICP
infra

mgmt
VSV-Applicat
VSV-Applicat
VSV-Foundat

VSV-0OCP

dsce APIC

Eahrir

Create Tenant
Name:
Alias:

Description:

Tags:

GUID:

Monitoring Policy:

Security Domains:

VRF Name:

\irtuial Nahanrkina

HXV-Foundation

optional

enter tags separated by comma

Provider

select a value

Name

L A-1 7 Qeaniirac

HXV-Foundation_VRF

Take me to this tenant when | click finish

GUID

Admin

Onaratinne

Description

Anne Intanratinne

Account Name

4. Click Submit to complete.

Configure ACI Fabric for HyperFlex In-Band Management

Follow the procedures outlined in this section to enable forwarding of HyperFlex in-band management traffic
through the ACI fabric.

Create Bridge Domain for In-Band Management

To create a Bridge Domain for HyperFlex in-band management, follow these steps:

Setup Information

e T[enant: HXV-Foundation

e VRF: HXV-Foundation VRF

e Bridge Domain: HXV-IB-MGMT BD
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Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, expand and select Tenant HXV-Foundation > Networking > Bridge Domains.

Right-click and select Create Bridge Domain.

4. In the Create Bridge Domain wizard, for Name, specify a name for the bridge domain. Enable the checkbox for
Advertise Host Routes. For VRF, select the previously created VRF from the drop-down list. For Forwarding,
select Custom from the drop-down list. For L2 Unknown Unicast, select Flood from the drop-down list. The

checkbox for ARP Flooding should now show up and be enabled.

afraln
cisco Ap | C
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALL TENANTS Add Tenant \Tr_‘nanle_‘arch:\ common | infra | HXV-Foundation | mgmt |

HXV-Foundation ©

¥ Networking - Bridge Domains

Create Bridge Domain

Name:  HXV-IB-MGMT_BD
Alias:

Description: optional

Tags:

Type: regular

Advertise Host Routes: M

VRF: | HXV-Foundation_VRF &
Forwarding: Custom
L2 Unknown Unicast: | Flood
L3 Unknown Multicast Flooding: Flood
Multi Destination Flooding: | Flood in BD

ARP Flooding: [#] Enabled
Clear Remote MAC Entries: [
Endpoint Retention Policy: | select a value

This |
remote L3 e

IGMP Snoop Policy:  select a value

MLD Snoop Policy: | select a value

STEP 1 > Main 2. L3 Configurations

3. Advanced/Troubleshooting

5. Click Next.

6. Inthe L3 Configurations section, for EP Move Detection Mode, select the checkbox to enable GARP based
detection. See the Review/Enable ACI Fabric Settings section for more details. Leave other settings as is.
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afia]e
cisco

APIC

Tenants Fabric Virtual Networking L4-L7 Services Admin

System

ALL TENANTS | AddTenant | Tenant Search: [EllSRelgsrEly | common | infra |

HXV-Foundation - o .
@ Networking - Bridge Domains

Create Bridge Domain

STEP 2 > L3 Configurations

Unicast Routing: [¥] Enabled

Config BD MAC Address:
MAGC Address: | 00:22:BD:F8:19:FF

Virtual MAC Address: | not-applicable

Subnets:

Gateway Address

Limit IP Learning To Subnet:
EP Move Detection Mode: [¥] GARP based detection

DHCP Labels:

Name

Associated L3 Outs:

L3 Out

Operations Apps Integrations

HXV-Foundation | mgmt | HXV-App-A

1. Main 2. L3 Configurations 3. Advanced/Troubleshooting

+
Scope Primary IP Address Subnet Control
+
Scope DHCP Option Policy
+

7. Click Next. Skip the Advanced/Troubleshooting section. Click Finish to complete.

Configure Subnet Gateway for In-Band Management

To configure a gateway for in-band management, follow these steps:

Setup Information
e T[enant: HXV-Foundation

e Bridge Domain: HXV-IB-MGMT BD

e BD Subnet: 10.1.167.254

Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Networking > Bridge Domains
> HXV-IB-MGMT_ BD. Right-click and select Create Subnet.
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4. In the Create Subnet pop-up window, specify the Default Gateway IP and for Scope, select Advertised
Externally and Shared between VRFs. Leave everything else as is.

dsco’ APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | Add Tenant | Tenant Search: [QEIMEReIEEES | common | infra | HXV-Foundation | mgmt | HXV-App-A

HXV-Foundati
OUACEton OO © Bridge Domain - HXV-IB-MGMT_BD
C» Quick Start
Create Subnet 00

Gateway IP: |10.1.167.254/24
address/mask

I Networking Treat as virtual IP address: [_]
= Bridge Domains Make this IP address primary: []

ﬁ HXV-Foundation

B Application Profiles

@ HXV-CL1-Storage_BD Scope: [1 Private to VRF
Advertised Externally

@ RPAYHEH RV Shared between VRFs

@ HXV-ICP-Storage_BD Description: | optional

@) HXV-INFRA-MGMT_BD

@ REY-S el Subnet Control: [] No Default SVI Gateway

@ HXV-vMotion_BD 1 Querier IP

L3 Out for Route Profile: | select a value

B VRFs

B External Bridged Networks Route Profile: | select a value

B L30uts

= Dot1Q Tunnels
[ Contracts
= Policies
B Services

5. Click Submit.

Create Application Profile for In-Band Management

To create an application profile for in-band management, follow these steps:

Setup Information
e Tenant: HXV-Foundation

e Application Profile: HXV-IB-MGMT AP

Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top

navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, right-click Tenant HXV-Foundation and select Create Application Profile.

4. In the Create Application Profile pop-up window, specify a Name for the Application Profile.
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e
c|sco Ap | C
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EINReIe[ESg | common | infra | HXV-Foundation | mgmt | HXV-App-A

HXV-F Jati
oundation @ @ @ © Application Profiles

C» Quick Start

B Hxv-Foundaton Create Application Profile 00

= Application Profiles Name: |HXV—IB-MGMT_AP|

= Networking Alias:

= Contracts Description: | Optional

= Policies
[ Services Tags:
enter tags separated by comma

Monitoring Policy: | select a value

EPGs
+

Name Alias BD Domain Switching Static Path  Static Provided Consumed
Mode Path Contract Contract
VLAN

5. Click Submit to complete

Create EPG for In-Band Management

To create an EPG for in-band management, follow these steps:

Setup Information

e Tenant: HXV-Foundation

e Application Profile: HXV-IB-MGMT AP

e Bridge Domain: HXV-IB-MGMT BD

e [PG: HXV-IB-MGMT EPG
Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.
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3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-IB-
MGMT_AP. Right-click and select Create Application EPG.

4. In the Create Application EPG pop-up window, specify a Name for the EPG. For Bridge Domain, select the
previously created Bridge Domain.

e

Cisco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALL TENANTS | Add Tenant ITenaanearr;h:I common | infra | HXV-Foundation | mgmt | HXV-App-A

HXV-Foundation (’ﬁ‘) @ L@

@ Application Profile - HXV-IB-MGMT_AP

Create Application EPG 00

STEP 1 > Identity

Name: |HXV-IB-MGMT_EPG
Alias:

Description: | optional

Tags:

enter tags separated by comma

Contract Exception Tag:
QoS class: |Unspecified
Custom QoS: |select a value

Data-Plane Policer: |select a value

Intra EPG Isolation: Unenforced
Preferred Group Member: Exclude
Flood in Encapsulation: Disabled

Bridge Domain: | HXV-IB-MGMT_BD 3
Monitoring Policy: | select a value
FHS Trust Control Policy: | select a value

Shutdown EPG: []

Associate to VM Domain Profiles: [

Statically Link with Leaves/Paths: [_]
EPG Contract Master: +

Application EPGs

5. Click Finish.

Associate EPG with UCS Domain

To associate the In-Band Management EPG with UCS Domain, follow these steps using the setup information
provided below:

Setup Information

e T[enant: HXV-Foundation

e Application Profile: HXV-IB-MGMT AP

178



Solution Deployment - Foundational Infrastructure for Cisco HyperFlex

e Bridge Domain: HXV-IB-MGMT BD
e [EPG: HXV-IB-MGMT EPG

e Domain: HXV-UCS_Domain

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. [f you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-IB-
MGMT AP > Application EPGs > HXV-IB-MGMT EPG. Right-click and select Add L2 External Domain
Association.

4. Inthe Add L2 External Domain Association pop-up window, select the previously created domain.

o’ APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrat

ALL TENANTS | Add Tenant | Tenant Search: (ENERIRCE | common | infra | HXV-Foundation | mgmt | HXV-Af

AXV=Foundation BICI®OR o G - HXV-B-MGMT EPG
(C» Quick Start

ﬁ HXV-Foundation
= Application Profiles

& rixv-5-MauT_sp Add L2 External Domain Association (2 1]
= Application EPGs
L2 External Domain Profile: | HXV-UCS_Domain 1=
&g HXV-1B-MGMT_EPG
B uSeg EPGs
@ HXV-INFRA-MGMT_AP

@ HXV-Storage_AP

@ HXV-vMotion_AP

= Networking

= Contracts
= Policies

5. Click Submit.

Add Contract to Access Outside Networks and Services

To enable access to network and services outside the ACI fabric through the Shared L30ut in the common
Tenant, follow these steps:

Setup Information
e Tenant: HXV-Foundation

e Application Profile: HXV-IB-MGMT AP
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e EPG: HXV-IB-MGMT EPG

e Contract: Allow-Shared-L30ut

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. [f you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-IB-
MGMT AP > Application EPGs > HXV-IB-MGMT EPG. Right-click and select Add Consumed Contract.

4. Inthe Add Consumed Contract pop-up window, select the Allow-Shared-L30ut contract from the drop-

down list.
afafn
Clisco Aplc
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Inte

ALL TENANTS | AddTenant | Tenant Search: [EIREReIReETg | common | infra | HXV-Foundation | mgmt | H]

b SR BTy BI€I®N o -G - Hxv-B-MGMT EPG

(C» Quick Start
ﬁ HXV-Foundation

B Application Profiles Add Consumed Contract 00

@& Hxv-IB-MGMT_AP Contract: | Allow-Shared-L30ut |v
Type at least 4 characters to select contracts

QoS: | Unspecified

= Application EPGs

€\ HXV-IB-MGMT_EPG
Contract Label:
[ uSeg EPGs

Subject Label:
@ HXV-INFRA-MGMT_AP

@ HXV-Storage_AP

@& Hxv-vMotion_AP

= Networking

[ Contracts Submit

5. Click Submit.

Configure ACI Fabric for HyperFlex vMotion Traffic

Follow the procedures outlined in this section to enable forwarding of HyperFlex vMotion traffic through the fabric.

Create Bridge Domain for HyperFlex vMotion Traffic

To create a Bridge Domain for HyperFlex vMotion traffic, follow these steps:

Setup Information
e Tenant: HXV-Foundation

e VRF: HXV-Foundation VRF
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Bridge Domain: HXV-vMotion BD

Deployment Steps

1.
2.

Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

From the left navigation pane, expand and select Tenant HXV-Foundation > Networking > Bridge Domains.
Right-click and select Create Bridge Domain.

4. In the Create Bridge Domain wizard, specify a Name for the bridge domain. For VRF, select the previously
created VRF from the drop-down list. For Forwarding, select Custom from the drop-down list. For L2
Unknown Unicast, select Flood from the drop-down list. The checkbox for ARP Flooding should now show up

as enabled.
mmm
cisco Aplc
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALL TENANTS | Add Tenant | Tenan <Ll name or descr | common | HXV-Foundation | ASV-Foundation | infra | mgmt

XV-Foundation

STEP 1 > Main

Name:
Alias:

Description:

Tags:

Type:

Advertise Host Routes:
VRF:

Forwarding:

L2 Unknown Unicast:

L3 Unknown Multicast Flooding:
Multi Destination Flooding:

ARP Flooding:
Clear Remote MAC Entries:
Endpoint Retention Policy:

IGMP Snoop Policy:

MLD Snoop Policy:

Create Bridge Domain

m 2. L3 Configurations

HXV-vMotion_BD

optional

O
HXV-Foundation_VRF

Custom
Flood

Flood
Flood in BD

Enabled
O

select a value

This policy only applies to local L2 L3 and
remote L3 entries

select a value

select a value

3. Advanced/Troubleshooting

5. Click Next.

6. Inthe L3 Configurations section, for EP Move Detection Mode, select the checkbox to enable GARP based
detection if needed. See Review/Enable ACI Fabric Settings section for more details on when to enable this

feature. Leave all other settings as is.

7. Click Next. Skip the Advanced/Troubleshooting section. Click Finish to complete.
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Configure Subnet Gateway for HyperFlex vMotion Traffic

To configure a gateway for the vMotion traffic, follow these steps:

Setup Information
e Tenant: HXV-Foundation

e Bridge Domain: HXV-vMotion BD

e BD Subnet: 172.0.167.254

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Networking > Bridge Domains
> HXV-vMotion BD. Right-click and select Create Subnet.

4. In the Create Subnet pop-up window, specify the Default Gateway IP and for Scope, select Advertised
Externally and Shared between VRFs. Leave everything else as is.

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: QERERsIss[EEelg | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXVEFundation @I€ICR - 5ridge Domain - HXV-vMotion_BD
(C» Quick Start
ﬁ HXV-Foundation Sum
B Application Profiles Create Subnet (2 Ix]

Gateway IP; \ 172.0.167.254/24|

address/mask

Treat as virtual IP address: []
Make this IP address primary: []
Scope: [] Private to VRF

@ HXV-1CP- e B [ Advertised Externally
[¥] Shared between VRFs

@) HXV-INFR :
Description: optional
Subnet Control: [_] No Default SvI Gateway
[J querier 1P
B Subnets L3 Out for Route Profile: | select a value

B ND Proxy Subnets

Route Profile: | select a value

xternal Bridged Networks

5. Click Submit.

Create Application Profile for HyperFlex vMotion Traffic

To create an application profile for HyperFlex vMotion traffic, follow these steps:
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Setup Information
e Tenant: HXV-Foundation

e Application Profile: HXV-vMotion AP

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. [f you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select Tenant HXV-Foundation. Right-click and select Create Application
Profile.

4. In the Create Application Profile pop-up window, specify a Name the Application Profile.

e
cisco AP|C
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [ERIEEsIgs ety | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXV-Foundation Y=Y
O ENHO) © Application Profiles

Create Application Profile (2 ] ]

Name: |H><V—vMouon_AP|

Alias:

Description: optional

Tags:

enter tags separated by comma

Monitoring Policy:  select a value

EPGs
+
Name Alias BD Domain Switching Static Path  Static Provided Consumed
Mode Path Contract Contract
VLAN

5. Click Submit to complete.

Create EPG for HyperFlex vMotion Traffic

To create an EPG for HyperFlex vMotion traffic, follow these steps:
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Setup Information
e Tenant: HXV-Foundation

e Application Profile: HXV-vMotion AP
e Bridge Domain: HXV-vMotion BD

e EPG: HXV-vMotion EPG

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
vMotion AP. Right-click and select Create Application EPG.

4. In the Create Application EPG pop-up window, specify a Name for the EPG. For Bridge Domain, select the
previously created Bridge Domain.

delb ARG

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EIRIEReIgsEE g | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXV-Foundation
aton M < Application Profile - HXV-vMotion_AP

Create Application EPG 00

STEP 1 > Identity 1. Identity

Name:  HXV-vMotion_EPG
Alias:

Description: | optional

Tags:

enter tags separated by comma

Contract Exception Tag:
QoS class:  Unspecified
Custom QoS: | select a value

Data-Plane Policer: | select a value

Intra EPG Isolation: Unenforced
Preferred Group Member: Exclude
Flood in Encapsulation: (ISEEIE) Enabled

Bridge Domain:  HXV-vMotion_BD
Monitoring Policy:  select a value
FHS Trust Control Policy: | select a value

Shutdown EPG: []

Associate to VM Domain Profiles: E

Statically Link with Leaves/Paths: [ ]
EPG Contract Master: s

Application EPGs
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5.

Click Finish.

Associate EPG with UCS Domain

To associate the HyperFlex vMotion EPG with UCS Domain, follow these steps:

Setup Information

e Tenant HXV-Foundation

e Application Profile: HXV-vMotion AP
e Bridge Domain: HXV-vMotion BD

e EPG: HXV-vMotion EPG

e Domain: HXV-UCS_Domain

Deployment Steps

1.
2.

Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXvV-
vMotion AP > Application EPGs > HXV-vMotion EPG. Right-click and select Add L2 External Domain
Association.

In the Add L2 External Domain Association pop-up window, select the previously created domain.

afrafe,
CIsco AP'C
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integ

ALL TENANTS | AddTenant | Tenant Search: [EInlRelgleltlelg | common | HXV-Foundation | ASV-Foundation | infra

HXV-Foundati
s BICICR - cr; - HxXV-WMotion EPG

C» Quick Start

B Hxv-Foundation

[ Application Profiles

Add L2 External Domain Association O

@ HXV-INFRA-MGMT_AP L2 External Domain Profile:  HXV-UCS_Domain [

@) HXV-IB-MGMT_AP

@ Hxv-Storage_AP
@) Hxv-vMotion_AP
[ Application EPGs
€ HXV-vMotion_EPG

[ uSeg EPGs

= Networking

[ Contracts

Policies :
=

i Services

5. Click Submit.
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Add Contract to Access Outside Networks and Services (Optional)
To enable access to network and services outside the ACI fabric through the Shared L30Out in the common
Tenant, follow these steps:

Setup Information
e T[enant: HXV-Foundation

e Application Profile: HXV-vMotion AP
e EPG: HXV-vMotion EPG

e C(Contract: Allow-Shared-L30ut

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXvV-
vMotion AP > Application EPGs > HXV-vMotion EPG. Right-click HXV-vMotion EPG and select Add
Consumed Contract.

4. In the Add Consumed Contract pop-up window, select the Allow-Shared-L30ut contract from the drop-

down list.
afrar.
Clsco AP|C
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Int

ALL TENANTS | AddTenant | Tenant Search: [EIREReIds[SElels | common | HXV-Foundation | ASV-Foundation | inf

HXV-Foundation
@@@ © EPG - HXV-vMotion_EPG

C» Quick Start
B Hxv-Foundation

= Application Profiles
Add Consumed Contract 0

@ HXV-1B-MGMT_AP
Contract: | Allow-Shared-L30ut i)

@) HXV-INFRA-MGMT_AP
Type at least 4 characters to select contracts

@ HXV-Storage_AP QoS: | Unspecified

@ HXV-vMotion_AP Contract Label:

= Application EPGs Subject Label:

€\g HXV-vMotion_EPG

= uSeg EPGs

= Networking

[ Contracts

:
Policies

5. Click Submit.
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Solution Deployment - HyperFlex Management Cluster

This section provides the detailed procedures for deploying a 4-node standard HyperFlex cluster from the cloud
using Cisco Intersight. The cluster can also be installed and deployed using an on-premise HyperFlex Installer
virtual machine. This cluster will serve as an optional Management cluster in this design. In this design, this cluster
will host virtual machines that provide management, infrastructure, and other services to other HyperFlex cluster
and Cisco UCS systems that connect to the same ACI Multi-Pod fabric. It will also be used to hosting monitoring
and other operational tools for managing the active-active data centers. VMware vCenter that manages the
cluster and other infrastructure services such as Active Directory, DNS, and so on, are located outside the ACI
fabric and reachable through the shared L30ut connection in each Pod.

Topology
Figure 21 HyperFlex Management Cluster
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Setup ACI Fabric for HyperFlex Standard Cluster

To deploy a HyperFlex cluster in the ACI Fabric, the fabric must provide reachability to the following key
infrastructure networks:

e In-Band management network for management connectivity to ESXi hosts and HyperFlex Storage Controller
virtual machines (SCVM) in the HyperFlex cluster.

e Storage data network for storage connectivity to ESXi hosts and HyperFlex Storage Controller virtual
machines in the HyperFlex cluster. Every HyperFlex cluster should use a dedicated storage data network.

e VMware vMotion network for virtual machine migration between ESXi hosts that connect to this network.

e Access to infrastructure, management, and other services. In this design, these services are deployed
either in the Management HyperFlex cluster or outside the ACI fabric reachable through the shared L30ut.

In this design, all HyperFlex clusters share the same in-band management and vMotion networks but a dedicated
storage data network is used for each HyperFlex cluster. Storage data for any HyperFlex should always be on a
dedicated network.

The ACI constructs for in-band and vMotion networks were deployed in the previous section but there is additional
configuration required which will be completed in this section. For the storage data network, only the Tenant and
VRF configuration were done so all remaining configuration will be completed in this section. The configuration will
enable traffic forwarding through the ACI fabric for HyperFlex endpoints connected to this network. These
networks are critical for deploying and managing the HyperFlex cluster.

This section enables foundational infrastructure connectivity for the optional HyperFlex Management (standard)

cluster in Pod-1.

Create Static Binding for In-Band Management to HyperFlex Standard Cluster

Follow the procedures outlined in this section to statically bind the in-band management EPG to the corresponding
in-band management VLAN on the vPC interfaces going to HyperFlex UCS Domain.

Setup Information
e Tenant: HXV-Foundation

e Application Profile: HXV-IB-MGMT AP
e EPG: HXV-IB-MGMI EPG
e Static Paths: HXV-UCS_6200FI-A IPG, HXV-UCS 6200FI-B IPG
e VLAN: 118
Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-IB-
MGMT AP > Application EPGs > HXV-IB-MGMT EPG. Right-click and select Deploy Static EPG on PC, VPC or
Interface.
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4. In the Deploy Static EPG on PC, VPC or Interface pop-up window, for Path Type, select Virtual Port Channel.
For the Path, select the vPC to the first Cisco UCS Fabric Interconnect from the drop-down list. For the Port
Encap, specify the VLAN ID for the In-Band Management EPG. For the Deployment Immediacy, select
Immediate.

dsco’ APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | Add Tenant | Tenant Search: QERERsINsEE =4 | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HAVEFoundation GIEICN - crG - HxV-IB-MGMT_EPG
Deploy Static EPG on PC, VPC, or Interface (2 ]

Path Type: ( Port I Direct Port Channel Virtual Port Channel

Path: | HXV-UCS-6200FI-A | &3
Port Encap (or Secondary VLAN for Micro-Seg): | VLAN

nteger Value

On Demand

Deployment Immediacy: Immediate

Primary VLAN for Micro-Seg: | VLAN

nieger Value

Mode: Access (802.1P) ‘ Access (Untagged) )

IGMP Snoop Static Group: +
Group Address Source Address

MLD Snoop Static Group: +
Group Address Source Address

NLB Static Group: +

Mac Address

Cancel Submit

5. Click Submit.

6. Repeat steps 1-5 to bind the EPG to the VLAN on the second vPC going to the second Cisco UCS Fabric
Interconnect in the same UCS domain. The resulting bindings are highlighted below.
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'ul:llls'élclvl APIC admin @

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EIUERIEsEEIS | common | HXV-Foundation | ASV-Foundation | infra | mgmt

Path Primary VLAN for Micro-Seg Port Encap (or Secondary Deployment Immediacy Mode
VLAN for Micro-Seg)

3 Node: Pod-1

Pod-1/Node-103-104/HXV-UCS-6300FI-A_IPG unknawn vian-118 Immediate Trunk

Pod-1/Node-103-104/HXV-UCS-8300FI-B_IPG unknown vian-118 Immediate Trunk

Pod-1/Node-103-104/HXV-UCS-6454FI-A_IPG unknawr vian-118 Immediate Trunk

Pod-1/Node-103-104/HXV-UCS-6454F1-B-IPG unknawn vian-118 Immediate Trunk

Pod-1/Node- 109-110/HXV-UCS-6200FI-A_IPG unknown vian-118 Immediate Trunk

Pod-1/Node-109-110/HXV-UCS-6200FI-B_IPG unknown vian-118 Immediate Trunk

Create Static Binding for vMotion to HyperFlex Standard Cluster

Follow the procedures outlined in this section to statically bind the HyperFlex vMotion EPG and VLANSs to vPC
interfaces going to the UCS Domain.

Setup Information

e Tenant: HXV-Foundation

e Application Profile: HXV-vMotion AP

e EPG: HXV-vMotion EPG

e Static Paths: HXV-UCS_6200FI-A IPG, HXV-UCS 6200FI-B_IPG
e VLAN: 3018

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. [f you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-

vMotion AP > Application EPGs > HXV-vMotion EPG. Right-click and select Deploy Static EPG on PC,
VPC or Interface.

4. In the Deploy Static EPG on PC, VPC or Interface pop-up window, for Path Type, select Virtual Port Channel.
For the Path, select the vPC to the first UCS Fabric Interconnect from the drop-down list. For the Port Encap,
specify the VLAN ID for the vMotion EPG. For the Deployment Immediacy, select Immediate.
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e’ APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: BENERIReCES | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXV-Foundati D (S ()
OHACEon IGIO@ON o ErG - HXV-vMotion_EPG
Deploy Static EPG on PC, VPC, or Interface 00
Path Type: ( Port ‘ Direct Port Channel Virtual Port Channel

Path: |HXV-UCS-6200FI-A =

Port Encap (or Secondary VLAN for Micro-Seg): VLAN 3018

nteger Value
Deployment Immediacy: Immediate On Demand

Primary VLAN for Micro-Seg: VLAN
nteger Value

Mode: Access (802.1P) I Access (Untagged) )

IGMP Snoop Static Group: -
Group Address Source Address

MLD Snoop Static Group: +
Group Address Source Address

NLB Static Group: -t

Mac Address

5. Click Submit.

6. Repeat steps 1-5 to bind the EPG to the second vPC going to the second UCS Fabric Interconnect in the
same UCS domain.

Configure ACI Fabric for Storage Data Traffic on HyperFlex Standard Cluster

The configuration in this section will enable the forwarding of storage data traffic through the ACI fabric. The
storage data network, in this case, will be used by nodes in the HyperFlex standard cluster. This network is also
used by ESXi hosts to access the storage data services provided by the HyperFlex cluster.

For a HyperFlex standard cluster, this configuration is required so that ACI can forward traffic between Cisco UCS
Fabric Interconnects in a UCS domain. A failure event can cause hosts to forward storage data traffic through
different Cisco UCS Fabric Interconnects and traffic between Cisco UCS Fls will need to be forwarded by ACI.

Create Bridge Domain for HyperFlex Storage Data Traffic on HyperFlex Standard Cluster
To create a Bridge Domain for storage data traffic, follow these steps:

Setup Information
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e Tenant: HXV-Foundation

e VRF: HXV-Foundation VRF

e Bridge Domain: HXV-Storage BD
Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top

navigation menu, select Tenants > ALL TENANTS and double-click HXV-Foundation.

3. From the left navigation pane, expand and select Tenant HXV-Foundation > Networking > Bridge Domains.

Right-click and select Create Bridge Domain.

4. In the Create Bridge Domain wizard, for Name, specify a name for the bridge domain. For VRF, select the
previously created VRF from the drop-down list. For Forwarding, select Custom from the drop-down list. For
L2 Unknown Unicast, select Flood from the drop-down list. The checkbox for ARP Flooding should now show

up and be enabled.

dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALLTENANTS | AddTenant | Tena Search: common infra | HXV-Foundation | mgmt | HXV-App-A

Integrations

)
(l

HXV-Foundation . .
¥ Networking - Bridge Domains

Create Bridge Domain

STEP 1 > Main

2. L3 Configurations

Name: | HXV-Storage_BD
Alias:

Description: | optional

Tags:

nter tags separated by comma

Advertise Host Routes: []
VRF: | HXV-Foundation_VRF

Forwarding: | Custom
L2 Unknown Unicast: | Flood
L3 Unknown Multicast Flooding: | Flood
Multi Destination Flooding: | Flood in BD

ARP Flooding: [¥] Enabled
Clear Remote MAC Entries: []

Endpoint Retention Policy: | select a value

his only applies to local L2 L3 and
rem ntries

IGMP Snoop Policy: | select a value

MLD Snoop Policy: | select a value

3. Advanced/Troubleshoating

5. Click Next.

6. Inthe L3 Configurations section, disable Unicast Routing (optional). For EP Move Detection Mode, select the
checkbox to enable GARP based detection. See Review/Enable ACI Fabric Settings section for more details.
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dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EITEReIgs ST | common | infra | HXV-Foundation | mgmt | HXV-App-A
HXV-Foundation

C

=4 © Networking - Bridge Domains

Create Bridge Domain 00

STEP 2 > L3 Configurations 1. Main 2. L3 Configurations 3. Advanced/Troubleshooting

Unicast Routing: [ Enabled

Config BD MAC Address: ]
MAC Address: 00:22:BD:F8:19:FF

Virtual MAC Address: | not-applicable
Subnets: +

Gateway Address Scope Primary IP Address Subnet Control

Limit IP Learning To Subnet; ]
EP Move Detection Mode: GARP based detection
DHCP Labels: +

Name Scope DHCP Option Policy

Associated L3 Quts: +

L3 Out

Previous Cancel m

7. Click Next. Skip the Advanced/Troubleshooting section. Click Finish to complete.

Create Application Profile for HyperFlex Storage Data Traffic

To create an application profile for HyperFlex storage data traffic, follow these steps. The same Application profile
will be used for storage data by all HyperFlex clusters that connect to the ACI Multi-Pod fabric.

Setup Information

e Tenant: HXV-Foundation

e Application Profile: HXV-Storage AP
Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, right-click Tenant HXV-Foundation and select Create Application Profile.

4. In the Create Application Profile pop-up window, specify a Name the Application Profile.
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dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services

ALL TENANTS | AddTenant | Tenant Search: QEIMERIRsCE=g | common

HXV-Foundation . .
Create Application Profile

Name: [HXv-Storage_AP)

Alias:

Description: optional

Tags:
enter tags separated IZ',' comma

Monitoring Policy: ' select a value

EPGs

Name Alias BD Domain

Admin Operations Apps Integrations
| HXV-Foundation | ASV-Foundation | infra | mgmt
4=
Switching Static Path  Static Provided Consumed
Mode Path Contract Contract
VLAN

Cancel Submit

5. Click Submit to complete.

Create EPG for HyperFlex Storage on HyperFlex Standard Cluster

To create an EPG for HyperFlex storage data traffic, follow these steps:

Setup Information
e Tenant: HXV-Foundation
e Application Profile: HXV-Storage AP
e Bridge Domain: HXV-Storage BD
e EPG: HXV-CLO-StorData EPG

Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HxV-Foundation.
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3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXvV-
Storage AP. Right-click and select Create Application EPG.

4. In the Create Application EPG pop-up window, specify a Name for the EPG. For Bridge Domain, select the

previously created Bridge Domain.

cisco

System

ALL TENANTS

APIC

Tenants Fabric

Virtual Networking

L4-L7 Services

Admin Qperations Apps Integrations

| Add Tenant

Create Application EPG 00

1. ldentity

HXV-Foundation (-"IT\
el STEP 1 > Identity

Name: | HXV-CLO-StorData_EPG
Alias:

Description: | optional

Tags:
enter ta

gs separated by comma

Contract Exception Tag:

QoS class: | Unspecified
Custom QoS: | select a value

Data-Plane Policer: select a value

Enforced Unenforced

Exclude

HXV-Storage_BD

Intra EPG Isolation:

Preferred Group Member:

Flood in Encapsulation:

Bridge Domain: 1

Monitoring Policy: | select a value

FHS Trust Control Policy: ' select a value

O
O
O

Shutdown EPG:

Associate to VM Domain Profiles:
Statically Link with Leaves/Paths:
EPG Contract Master:

Application EPGs

5. Click Finish.

Associate EPG for Storage Data Traffic with UCS Domain
To associate the HyperFlex Storage EPG with the UCS Domain, follow these steps:

Setup Information
e Tenant: HXV-Foundation
e Application Profile: HXV-Storage AP
e Bridge Domain: HXV-Storage BD

e EPG: HXV-CLO-StorData EPG
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e Domain: HXV-UCS Domain
Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. [f you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXvV-
Storage AP > Application EPGs > HXV-CL0-StorData EPG. Right-click and select Add L2 External
Domain Association.

4. Inthe Add L2 External Domain Association pop-up window, select the previously created domain.

dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations

| common | HXV-Foundation | ASV-Fol

ALL TENANTS | Add Tenant | Tenant Search: [QEREReIRe[ETg

HXV-Foundation
@@ @ v EPG - HXV-CLO-StorData_EPG

C> Quick Start Add L2 External Domain Association (21>

B Hxv-Foundation

L2 External Domain Profile: | HXV-UCS_Domain [

B uSeg EP Cancel Submit

5. Click Submit.

Create Static Binding for Storage Data Traffic to HyperFlex Standard Cluster

To statically bind the HyperFlex Storage EPG and VLANSs to vPC interfaces going to the UCS Domain that connect
to the HyperFlex standard cluster, follow these steps:

Setup Information
e Tenant: HXV-Foundation
e Application Profile: HXV-Storage AP
e EPG: HXV-CLO-StorData EPG
e Static Paths: HXV-UCS_6200FI-A IPG, HXV-UCS_ 6200FI-B_IPG
e VLAN: 3118

Deployment Steps
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1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
Storage AP > Application EPGs > HXV-CL0-StorData EPG. Right-click and select Deploy Static EPG on
PC, VPC or Interface.

4. In the Deploy Static EPG on PC, VPC or Interface pop-up window, for Path Type, select Virtual Port Channel.
For the Path, select the vPC to the first UCS Fabric Interconnect from the drop-down list. For the Port Encap,
specify the VLAN ID for the storage data EPG. For the Deployment Immediacy, select Immediate.

&l APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [EIMERe e S | common | HXV-Foundation | ASV-Foundation

MVYR-SPNONE Dcploy Static EPG on PC, VPC, or Interface (2 1<)

C’ Quick Start Path Type: ( Port ‘ Direct Port Channel Virtual Port Channel

ﬁ HXV-Foundation Path: | HXV-UCS-6200FI-A i

= Application Profi Port Encap (or Secondary VLAN for Micro-Seg): | VLAN 3118

Integer Value
Deployment Immediacy: Immediate

Primary VLAN for Micro-Seg: | VLAN

Integer Value
Mode: Access (802.1P) ‘ Access (Untagged) )
IGMP Snoop Static Group: S
Group Address Source Address
= Networking
MLD Snoop Static Group: S
= Contracts
B Poic Group Address Source Address
olicies
= Services
NLB Static Group: e

Mac Address

Cancel Submit

5. Click Submit.

6. Repeat steps 1-5 to bind the EPG to the second vPC going to the second Cisco UCS Fabric Interconnect in
the same UCS domain. The resulting bindings are highlighted below.
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ded APIC winn @

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | Add Tenant | Tenant Search: [QEINEREsEEL | common | HXV-Foundation | ASV-Foundation | infra | mgmt

Static Ports

Path Primary VLAN for Port Encap (or Secondary  Deployment Mode
Micro-Seg VLAN for Micro-Seg) Immediacy

= Node: Pod-1

Pod- 1/Node-109-110/HXV-UCS-6200FI-A_IPG unknown vlan-3118 Immediate Trunk

Pod-1/Node-109-110/HXV-UCS-6200FI-B_IPG unknown vlan-3118 Immediate Trunk

B Static Ports

Install HyperFlex Cluster (Management) using Cisco Intersight

Cisco Intersight installation will configure Cisco UCS policies, templates, service profiles, and settings, as well as
assigning IP addresses to the HX servers that come from the factory with ESXi hypervisor software preinstalled.
The installer will deploy the HyperFlex controller virtual machines and software on the nodes, add the nodes to
VMware vCenter managing the HX Cluster, and finally create the HyperFlex cluster and distributed filesystem. The
above setup is done through a single workflow by providing the necessary information through an Installation
wizard on Cisco Intersight.

A

Screenshots in this section are from a previous release of this CVD. For this CVD, the testbed environ-
ment for the previous CVD release was upgraded and re-deployed. Any screenshots showing the initial
install and setup of the cluster are therefore based on the previous CVD release.

Prerequisites

The prerequisites for installing a HyperFlex system from Cisco Intersight are as follows:

1.

Factory installed HX Controller VM with HX Data Platform version 2.5(1a) or later, must be present on the HX
servers. Intersight deployment is not supported after cluster clean-up is completed. However, all NEW HX
servers may be deployed as-is.

Device Connectors on Fabric Interconnects must be able to resolve sve.ucs-connect.com.

Allow outbound HTTPS connections (port 443) initiated from the Device Connectors on Fabric Interconnects.
HTTP Proxy is supported.

Device Connectors (embedded in Fabric Interconnects) must be claimed and connected to Cisco Intersight -
see Enable Cisco Intersight Cloud-based Management section.

Controller VM’s management interface must be able to resolve download.intersight.com.

Allow outbound HTTPS connections (port 443) initiated from Controller virtual machine’s management
interface. HTTP Proxy is supported.

Reachability from Cisco Intersight to the out-of-band management interfaces on Fabric Interconnects that the
HyperFlex system being deployed connects to.
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8. Reachability from Cisco Intersight to the out-of-band management (CIMC) interfaces on the servers,
reachable via the Fabric Interconnects’ management interfaces. This network (ext-mgmt) should be in the
same subnet as the Fabric Interconnect management interfaces.

9. Reachability from Cisco Intersight to the ESXi in-band management interface of the hosts in the HyperFlex
cluster being installed.

10. Reachability from Cisco Intersight to the VMware vCenter Server that will manage the HyperFlex cluster(s)
being deployed. Note: The VMware vCenter Virtual Machine must be hosted on a separate virtualization
environment and should not be on the HyperFlex cluster being deployed.

11. Reachability from Cisco Intersight to the DNS server(s) for use by the HyperFlex cluster being installed.
12. Reachability from Cisco Intersight to the NTP server(s) for use by the HyperFlex cluster being installed.

13. ACI Multi-Pod Fabric setup to enable connectivity to HyperFlex cluster networks - ESXi and Storage Controller
management, ESXi and Storage Data networks, vMotion and Application VM networks.

14. Reachability from VMware vCenter to ESXi and Storage Controller Management networks.

15. Enable the necessary ports to install HyperFlex from Cisco Intersight. For more information, see Networking
Ports section in Appendix A of the HyperFlex Hardening Guide:
https://www.cisco.com/c/dam/en/us/support/docs/hyperconverged-infrastructure/hyperflex-hx-data-
platform/HX-Hardening Guide v3 5 v12 pdf

16. Review the Pre-installation Checklist for Cisco HX Data Platform:
https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperfFlex HX DataPlatformSoftware/Hyvp
erFlex Preinstall Checklist/b HX Data Platform Preinstall Checklist.html

Setup Information

The setup information used in this design to install a standard HyperFlex cluster from Cisco Intersight is provided
below.

Table 57 Cluster Configuration - General

HyperFlex Cluster Configuration - Management

Name used in VMware vCenter

HyperFlex Cluster Name HXV-Cluster0 A s T T
HX Data Platform Version 3.5(2e) Selected from the drop-down list
Type Cisco HyperFlex with

Fabric Interconnect

Replication Factor (RF) 3 Default
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Table 58 Cluster Configuration - Security

Username Password
Hypervisor root *ok Kk kKK Kk
Controller VM Admin Hok Kk K kK KKK

Table 59 Cluster Configuration - DNS, NTP and Timezone

HyperFlex Cluster Configuration — DNS, NTP and Timezone

Timezone America/New York

DNS Suffix hxv.com ‘
NTP 192.168.167.254 ‘

DNS Servers 10.99.167.244, 10.99.167.245 Escojt murEliREIRE e ‘

Virtual Appliances

Table 60 Cluster Configuration - vCenter

HyperFlex Cluster Configuration — VMware vCenter

vCenter Server FQDN or IP hxv-vcsa-0.hxv.com (10.99.167.240)

vCenter Username administrator@hxv.com

vCenter Password Kk kK Kk Kk ok

vCenter Datacenter Name HXV-MGMT
vCenter Single-Sign-On B
Server
Table 61 Cluster Configuration - Storage Configuration
Policy Enabled
VDI Optimization No Default
Clean up Disk Partitions No Default
Default - Recommended
Logical Availability Zones No
g y for Clusters > 8 nodes
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Table 62 Cluster Configuration - IP and Hostname

HyperFlex Cluster Configuration — IP and Hostname

Hostname Prefix hxv-cl0-esxi
Management Network Starting IP 10.1.167.101
Management Network Ending IP 10.1.167.104
Management Network Subnet Mask 255.255.255.0
Management Network Gateway 10.1.167.254
Controller VM Management Network Starting IP 10.1.167.151
Controller VM Management Network Ending IP 10.1.167.154
Controller VM Management Network Subnet Mask 255.255.255.0
Controller VM Management Network Gateway 10.1.167.254

Table 63 Cluster Configuration - Cisco UCS Manager Configuration

HyperFlex Cluster Configuration — UCS Manager Configuration

Server Firmware Version 4.0(1b)

MAC Prefix Starting Address 00:25:B5:A7
MAC Prefix Ending Address 00:25:B5:A7
KVM Starting IP 182.168.167.101
KVM Ending IP 182.168.167.104
KVM Subnet Mask 255.255.255.0
KVM Gateway 192.168.167.254

Table 64 Cluster Configuration - Network Configuration

Network Type VLAN Name VLAN ID

Management Network VLAN Name hxv-inband-mgmt 118
VM Migration VLAN Name hxv-vmotion 3018
VM Network VLAN Name hxv-vm-network 1118

Jumbo Frames Yes

Table 65 Cluster Configuration - HyperFlex Storage Network

Network Type VLAN Name VLAN ID

HyperFlex Storage Data Network hxv-cl0-storage-data 3118
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Deployment Steps
To install and deploy a HyperFlex standard cluster for Management from Cisco Intersight, complete the steps
outlined in this section.

Verify Server Status before HyperFlex Install

Before starting the HyperFlex installation process that will create the service profiles and associate them with the
servers, follow these steps to verify that the servers in the Cisco UCS domain have finished their discovery
process and are in the correct state.

1. Use a browser to navigate to the UCS Manager GUI. Log in using the admin account.
2. From the left navigation pane, click the Equipment icon.

3. Navigate to All > Equipment. In the In the right windowpane, click-on the Servers tab.

ciseo. LIS Marager
= HE - Equipment ; Rack-Mounts | Servars
E * Equipment Sarvers
Chassis Te fcvancod Fiker 4 Expoet i1 Print o
Egﬁ » Rack-Mounts Mama Ovaral Staws ] Modal Seral C..« Core.. Thre.. Memory HBA:s  Operability Powver .. Assoc Smate Fault
v Fabric Intarconieets Server 7 ¥ Unsssocited  HX2200-MES  Claco HAZ20c MJS .. FC.. |20 20 an 282144 0 * Operatle ¥ oOF ¥ hene Hif
_5_ * Fabric Interconnect & (primany) Serer & b Unessoclated  HX220C-M4S  Cisco HXZ20cM4S . FC. | 20 20 40 52144 0 t Operable ¥ of ¥ pene Nfa
» Fabric Interconnect B {subordinats) Senerd ¥ Unsssocitsd  HXZZOC-MES  Claco HXZ20c MI5 .. FO.. |20 20 A0 w4 0 + Operable ¥ OF ¥ hene i
=]
= ~ Palicies Sarer § ¥ Unassoelated  HXE20C-MAS  Gisco HXZ20c M43 .. FC.. | 20 20 a0 252144 0 t operatle ¥ or ¥ Nene  NA
— Port Auto-Discovery Policy
i

4. For the Overall Status, the servers should be in an Unassociated state. The servers should also be in an
Operable state, powered Off and have no alerts with no faults or errors.

5. The servers are now ready for installing the HyperFlex Data Platform Software.

Connect to Cisco Intersight
To connect to Cisco Intersight, follow these steps:

1. Use a web browser to navigate to Cisco Intersight at https://intersight.com/.

2. Log in using a valid cisco.com account or single sign-on with your corporate authentication.

Deploy HyperFlex Cluster using Installation Wizard
To deploy the HyperFlex cluster using the wizard, follow these steps:

1. From Cisco Intersight, use the left navigation menu to select the Service Profiles icon.

2. In the right windowpane, click the Create HyperFlex Cluster Profile button on the top right to open the
HyperFlex cluster creation wizard.

3. In the General section of the Create HyperFlex Cluster Profile wizard, specify a Name for the HyperFlex
cluster. The same name will used for the HyperFlex Data Platform cluster and in VMware vCenter. For
HyperFlex Data Platform Version, select the version from the drop-down list. For Type, select Cisco HyperFlex
with Fabric Interconnect. For Replication Factor, select 3 (default) or 2.
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"cll's'él‘;' Intersight Create HyperFlex Cluster Profile | ¥ & Archana Sharma &,

Dashboards

Prior to creating a HyperFlex Cluster profile, ensure that you go through the pre-
installation checklist and the detailed HyperFlex installation instructions,

Servers General

HyparFlex Clusters Mame *

) Cluster Configuration HXV-Cluster0
Fabric Interconnects

HyperFlex Data Platform Version
3.5(1a)

Service Profiles Nodes Assignment

Palicies

Nodes Configuration
Type @

Cisco HyperFlex Edge Cisco HyperFlex with Fabric Interconnect

Summary
Replication Factor @

2 3
Results

Description

Add Tag

4. Click Next.

5. In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and expand
Security. Specify passwords for Hypervisor and Control VM Admin user (root).

':;I.'s"';l.;' Intersight Create HyperFlex Cluster Profile ; & Archana Sharma 0,

SBrvers
General —  Security hxv-clusteri-cvd-ocal-credential-policy

HyperFlex Clusters
Hyperviser Admin *

_ Cluster Configuration
Fabric Interconnects root

" MNodes Assignment
Service Profiles = The hypervisar on this nade uses the factory default password ©

Folicies Hypervisor Password Hypervisor Passward Confirmation

MNodes Configuration

Devices

Summary Contraller WM Admin Password Controller VM Admin Password Confirmation

seararransanes sansarsrnannan 0]

Results

DNS, NTP and Timezone

vCenter {optional)

Storage Configuration (optional)
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# Note the green check icon next to Security; this indicates that valid parameters were entered and
that a policy was created (name on the top right). The policy is saved under Policies in the left navi-
gation menu and can be individually accessed and edited.

6. In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and expand DNS,
NTP and Timezone. For Timezone, select the appropriate Timezone from the drop-down list. For DNS Suffix,
specify the Domain name for the cluster. For DNS Servers, specify the Domain Name Servers for the
environment - use the [+] to add multiple servers. For NTP Servers, specify an NTP Server for the cluster -
use the [+] to add multiple servers.

csco  Intersight Create Hyp

General +  Security

—  DNS, NTP and Timezane
Cluster Configuration

Service Profiles

Policies

odes Configuration

Summary

Results

vCenter (optianal)

Storage Configuration

Auto Support

IP & Hostname

7. In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and expand
vCenter. Specify the information for the VMware vCenter managing the HX cluster in this section.
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vl =
dult ntersight

Dashboards
Servers
HyperFlex Clusters

Fabric Interconnects

Service Profiles

Palicies

Devices

Create HyperFlex Cluster Prafila

General

Cluster Configuration

Nodes Assignment

Mades Configuration

Summary

Results

Security
DNS, NTP and Timezene

vCenter (pptional)

wCenter Server FODM or P *

hxv-vesa-0.hevcom O

Archana Sharma 0

hxv-clusterd-cvd-local-credential-policy £

hxv-cluster0-cvd-sys-config-palicy E

hayv-clusterl-cvd-veenter-config-palicy

vCenter Username ¥ wCenter Password

administrator@hxv.co ©

vCenter Datacentar Namea *

HXV-MGMT @

vCenter Single-Sign-On
Server =

Storage Configuration (optional)

Auto Support (optional)

IP & Hostname

UCs Manager Configuration

(Optional) In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and
expand Storage Configuration to specify storage policies such as VDI Optimization, Logical Availability Zones

and so on.

(Optional) In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and
expand Auto Support to specify the email account to send support ticket notifications to.

el ntersight

Dashboards

Servers

HyperFlex Clusters

Fabric Intercannects

Service Profiles

Policies

Create HyperFlex Cluster Profile

General

Cluster Configuration

Nodes Assignment

Nodes Configuration

Summary

Results

Security
DNS, NTP and Timezone

vCenter (optional)

Archana Sharma &,

hxv-clusterl-cvi-local-credential-policy (5]
hxv-clusterl-cvd-sys-config-palicy

hxv-clusterl-cvd-vcenter-config-policy

Storage Configuration (optional)

Auto Support (optional)

Auto-Support @

IP & Hostname

UCS Manager Configuration

Network Configuration

hxv-clusterl-cvd-auto-suppart-palicy

Send Service Ticket
Motification to

bob@hxv.com

External FC Storage (optional)
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10. In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and expand IP &

11.

Hostname. For the Hostname Prefix, specify a name for the ESXi hosts. For the Management Network, specify
a starting and ending IP address, subnet mask and gateway for each ESXi host in the cluster. For the
Controller VM Management Network, specify a starting and ending Management IP address, subnet mask and
gateway for the controller virtual machine deployed on each host in the cluster.

'::L';":l;' Intersight Create HyperFlex Cluster Profile

+  Auto Support (optional) -vd-auto-support-palic

General
S —  IP & Hostname sterD-cvd-node-config-policy

Cluster Configuration

iguration

Sumrmary

10.1.167.154

In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and expand UCS
Manager Configuration. For the Server Firmware Version, specify the Cisco UCS Manager version running on
the Fabric Interconnects. For the MAC Prefix, specify a starting and ending MAC Prefix range for the HX
nodes. For KVM management, specify a starting and ending IP address, subnet mask and gateway for out-of-
band management of each HX node in the cluster.
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il nters ight Create HyperFlex Cluster Profile A P ) = @ Archana Sharma 2,

Dashboards

| IP & Hostname hav-cluster0-cvd-nede-config-policy g
SEE General
—  UCS Manager Configuration hxv-clusterd-cvd-ucsm-config-policy
HyperFlex Clusters
Cluster Configuration Server Firmware Version *

4.0(1b)

Fabric Interconnacts

Service Profiles MNodes Assignment
MAC Prefix Starting Address * MAC Prefix Ending Address *
Palicies 00:25:B5:A7 © 00:25:B5:A7
Nodes Configuration

Javices KMM Starting 1P+ KMM Ending IP =
Summary 192.168.167.101 192.168.167.104

Results KVM Subnet Mask * KMM Gateway *
255.255.255.0 192.168.167.254

| Network Configuration

| External FC Storage (optional)

. In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and expand Network
Configuration. For the Management Network VLAN, specify the VLAN Name and ID used for in-band ESXi
management of HX nodes. For the VM Migration VLAN, specify the VLAN Name and VLAN ID used for

vMotion. For the VM Network VLAN, specify the VLAN Name and VLAN ID used for virtual machines hosted
on the HX cluster. For Jumbo Frames, enable it.

'Icll's'élc;' Intersight Create HyperFlex Cluster Profile 0 2 A2 L o @ Archana Sharma 2,

Dashboards - - -

e G | MNetwork Configuration hav-clusterd-evd-cluster-netwaork-palicy
y enera

HyperFlex Clusters Management Metwork VLAN Mame * Management Metwork VLAN ID *

Cluster Configuration hxv-inband-mgmt : 118
Fabric Interconnacts

si Wi Migration VLAN Mame * Whi Migration VLAN ID *
Sarvice Profiles Nodes Assignment

hxv-vmotion @ 308

Folicies

Nodes Configuration )
Wi Metwark VAN Name * W Metwork VLAN 1D *

Devices hav-vmenetwaork @ 118
Summary

Jumba Frames @

Results
External FC Storage (optional)

External iSC5| Storage (optional)
Proxy Setting {optional)

HyperFlex Storage Metwork
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13. (Optional) In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and
expand External FC Storage if external FC storage is used.

14. (Optional) In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and
expand External ISCSI Storage if external FC storage is used.

15. (Optional) In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and
expand Proxy Setting if proxies are used.

16. In the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard, select and expand
HyperFlex Storage Network. For the Storage Network VLAN, specify the VLAN Name and ID used for the
storage data network. This network will be accessed by ESXi hosts and Controller virtual machines.

":Ifs'élé' Intersight Create HyperFlex Cluster Profile

Storage Configuration {optional)
¢ General N
Auto Support (optional) hxv-cluster0-cvd-auto-support-policy  [£]
HyperFlex Clusters
7 IP & Hostname hxv-cluster0-cvd-node-config-policy (]
bl Cluster Configuration b SLEEC
abric

UCS Manager Configuration - hxv-cluster0-cvd-ucsm-config-policy [:

Service Profiles ssignment Network Configuration hxv-cluster0-cvd-cluster-network-policy

Po External FC Storage (optional)
Nodes Configuration

External iSCSI Storage (optional)
Summary Proxy Setting (optional)

HyperFlex Storage Network

Results
etwork VLAN 1D *

17. Review the Cluster Configuration section of the Create HyperFlex Cluster Profile wizard.
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Py Intersight Create HyperFlex Cluster Profile A 2 2 ( : @) Archana Sharma G,

ilo Dashboards

Security hav-clusterD-cvd-local-credential-policy
General

HyperFlex Clusters DNS, NTP and Timezone hav-clusterl-cvd-sys-config-policy

Fabric Interconnects Cluster Configuration vCenter (optional) hiew-elusterd-evd veenter-config-policy

Storage Configuration (optional)
Service Profiles Nodes Assignment
Auto Support (optional) hv-clusterl-cvd-auto-support-policy

Policies
Nodes Conﬂquration IP & Hostname hxv-clusterl-cvd-node-config-pelicy
s UCS Manager Configuration hxv-clusterD-cvd-ucsm-config-policy
Summary X X
Metwork Configuration hav-clusterl-cvd-cluster-network-policy
External FC Storage (aptianal)
Results
External ISCS| Storage (optional)

Praxy Setting (optional)

HyperFlex Storage Network

18. Click Next.

19. In the Nodes Assignment section of the Create HyperFlex Cluster Profile wizard, click Assign Nodes and

select the nodes that should be added to the HX cluster.

et Intersight Create HyperFlex Cluster Profile
cisco yp

Genaral Cisco HyperFlex Fabric Interconnect cluster allows a minimum of 3 to a maximum of 32 nodes.

Assign Nodes Assign Nodes Later

Cluster Configuration

@ Show selected(4)

Nodes Assignment

Nodes Configuratior

Name Assign Status Model Serial
Summary HXV0-6200-FI-5 Assigned HX220C-M4S FCH1951VO7E
HXV0-6200-FI-6 Assigned HX220C-M4S FCH1951V06A
HXV0-6200-FI-7 Assigned HX220C-M4S FCH1949v2QJ
HXV0-6200-FI-8 Assigned HX220C-M4S FCH1951V06J
HXV1-6300-FI-1 Not Assigned HX220C-M5SX WZP22060AU8

HXV1-6300-FI-2 Not Assigned HX220C-M5S8X WZP220607LD
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20. Click Next.

21, In the Nodes Configuration section of the Create HyperFlex Cluster Profile wizard, specify the Cluster
Management Address.

el Intersight Create HyperFlex Cluster Profile 2 2 Q Q) Archang Sharma 0.

$ General IP & Hostname Settings

, hxv-clO-esxi Ma ubnet Mask 255.255.255.0
Hyperf

Cluster Configuration 10.1.167.101 nent N k 10.1.167.104

Fabric Interconnects Star Ending IP

10.1.167.254 Controller VN ting IP 10.1.167.151
Service Profiles # Nodes Assignment
Policies

> Above shown IP & Hostname settings were used for nodes configuration auto-complete, You can

Nodes Configuration change configuration manually.

ment IP Address *

e Summary .1.167.1

® Results Nodes (4)

22. Click Next.

23. In the Summary section of the Create HyperFlex Cluster Profile wizard, review the configuration done so far.
Click Validate to validate the configuration before deploying it.
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;I.'iél‘; Intersight Create HyperFlex Cluster Profile

HXV-Cluster0 orF lex Fl
General

Jan 6.

JCS Manager
Cluster Configuration - validation

Nodes Assignment
All (135)

HyperFlex
Nodes Configuration Cluster
4 Verify SMTP Server

Summary Validating 'storage-data’ VLAN: ‘3118’ specified for new cl; r is already assigned

-cl0-esxi- © Validating server ‘sys/rack-unit-5' has minimum '3’ persistent data disks attac!
Results (10.1.167.101)
rack-unit-6

hxv-clO-esxi-4 © Validating server ‘sys/rack-unit-6' has minimum '3’ persistent data disks attach:
(10.1.167.104)

unit-7
hxv-cl0-esxi-2 © Validating server 'sys/rack-unit-7' has minimum '3' persistent data disks atta
(10.1.167.102)

24 When the validation completes, click Deploy to install and configure the HX system.
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cisco  Intersight Create HyperFlex Cluster Profile

General ) Running Configuration,

HXV-Cluster0 o fl
Cluster Configuration PR .
Jan7,2019
1242 AM
UCS Manager
validation

Service Profiles Nodes Assignment

Policie
All (121)

Nodes Configuration

HyperFlex Cluster

% Validating homogeneity of all selected servers as either data at rest encryption cap.
HXV-ClusterQ

Summary
UCS - HXVD-6200-F1 @ Validating ‘storage-data’ VLAN: ‘3118 specified for new cluster is already assigned

Results
rack-unit-5 hxv-cl0- P \
2 Validating server 'sys/rack-unit-5' has minimum '3’ persistent data disks attached t
esx-1(10.1.167.101)
Kk-unit-6 hxv-cio- X .
k- Uutb Iver 10 © Validating server 'sys/rack-unit-6' has minimum '3’ persistent data disks attached 1
esxi-4 (10.1.167.104)
rack-unit-7 hxv-cl0
esxi-2 (10.1.167.102)

& Validating server 'sys/rack-unit-7' has minimum ‘3’ persistent data disks attached t

rack-unit-8 hxv-ci0-

» Validating server 'sys/rack-unit-8' has minimum '3' persistent data disks attached t
esx-3 (10.1.167.103)

25. When in the install is complete, proceed to the next section to verify the cluster setup and proceed to the
post-installation steps to complete the deployment.

Verify HyperFlex Cluster Installation
To verify that the install was successful from Cisco Intersight, follow these steps:

1. From Cisco Intersight, use the left navigation menu to select the HyperFlex Cluster icon.

2. In the right windowpane, review the information for the newly deployed HyperFlex cluster.

';ll's"cl‘;' Intersight HyperFlex Clusters i 7 L a,

Gy Search 1 items found 11 w  pEer page

Name Health Type [kn Hypervisor Version Storage Capacity (TB) Storage ... Storag... Server N...

Healthy HyperFlex Hybrid 3.5(1a) VMware vSEphere 6.5.0 (8335087} 8 1.0%

3. From the left navigation menu, select the Service Profiles icon.
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ann 1
el Intersight

Create HyperFlex Cluster Profile

¥ pEr page

Name Last Update

ted 1 of 4

4. In the right windowpane, select the Service Profile for the newly deployed HX cluster and double-click the
Service Profile to review the information in the General tab.

casee  Intersight

General
Alarms

Details

Health Healthy 4 items found

Name Health
Healthy

Healthy

Healthy Ler) Ca v

Uptime aurs 7 mi Healthy 8
Mo Alarms

Server Nodes 4

5. Select the Profile tab to review additional information about the newly deployed HX cluster.
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asco Intersight

General  Profile

Details Configuration

Cluster Modes

HNetwork Configuration
MName

Security

vCenter

UCS Manager Configuration

Storage Configuration

IF & Hosthame

DNS, NTP and Timezone

hxvD-mgmi-cluster-netweor

haewl-ue

O-cluster-sto.

hxavl-node-confic

hag-

00:25:B5AT

6. In the Configuration section on the right side of the window, under the Cluster tab, the individual policies are
listed. Click the . icon on the top right to see the details of each policy.

7. Navigate to the Nodes tab and Results tab for more details on the newly deployed HX cluster.

Complete Post-Installation Tasks

When the installation is complete, additional best-practices and configuration can be implemented using a Cisco
provided post-installation script. The script should be run before deploying virtual machine workloads on the
cluster. The script is executed from the HyperFlex Controller virtual machine and can do the following:

e License the hosts in VMware vCenter
e Enable HA/DRS on the cluster in VMware vCenter
e  Suppress SSH/Shell warnings in VMware vCenter
e Configure vMotion in VMware vCenter
e Enables configuration of additional guest VLANS/port-groups
e Send test Auto Support (ASUP) email if enabled during the install process
e Perform HyperFlex Health check
To run the post-install script to do the above configuration, follow these steps:

1. SSH into a HX Controller VM. Log in using the admin/root account.

2. From the Controller VM, run the following command to execute the post-install script:
/usr/share/springpath/storfs-misc/hx-scripts/post install.py

3. Follow the on-screen prompts to complete the post-install configuration.

214



Solution Deployment - HyperFlex Management Cluster
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fabric to enable forwarding for that VLAN within the ACI Fabric.
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Enable Smart Licensing

HyperFlex 2.5 and later utilizes Cisco Smart Licensing, which communicates with a Cisco Smart Account to
validate and check out HyperFlex licenses to the nodes, from the pool of available licenses in the account. At the
beginning, Smart Licensing is enabled but the HX storage cluster is unregistered and in a 90-day evaluation period
or EVAL MODE. For the HX storage cluster to start reporting license consumption, it must be registered with the
Cisco Smart Software Manager (SSM) through a valid Cisco Smart Account. Before beginning, verify that you have
a Cisco Smart account, and valid HyperFlex licenses are available to be checked out by your HX cluster.

To create a Smart Account, see Cisco Software Central > Request a Smart Account:
https://webapps.cisco.com/software/company/smartaccounts/home?route=module/accountcreation.

To activate and configure smart licensing, follow these steps:

1. SSHinto a HX Controller VM. Log in using the admin/root account.

2. Confirm that your HX storage cluster is in Smart Licensing mode.

# stcli license show status

3. Feedback will show Smart Licensing is ENABLED, Status: UNREGISTERED, and the amount of time left during
the 90-day evaluation period (in days, hours, minutes, and seconds).

Navigate to Cisco Software Central (https://software.cisco.com/) and log in to your Smart Account.
From Cisco Smart Software Manager, generate a registration token.
In the License pane, click Smart Software Licensing to open Cisco Smart Software Manager.

Click Inventory.

© N o 0 &~

From the virtual account where you want to register your HX storage cluster, click General, and then click New
Token.

9. In the Create Registration Token dialog box, add a short Description for the token, enter the number of days
you want the token to be active and available to use on other products, and check Allow export controlled
functionality on the products registered with this token.
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10. Click Create Token.
11. From the New ID Token row, click the Actions drop-down list, and click Copy.
12. Log into the controller VM.

13. Register your HX storage cluster, where idtoken-string is the New ID Token from Cisco Smart Software
Manager.

# stcli license register --idtoken idtoken-string 12.

14. Confirm that your HX storage cluster is registered.

# stcli license show summary
15. The cluster is now licensed and ready for production deployment.

Enable Syslog

To prevent the loss of diagnostic information when a host fails, ESXi logs should be sent to a central location. Logs
can be sent to the VMware vCenter server or to a separate syslog server.

To configure syslog on ESXi hosts, follow these steps:

‘ﬁ You can also use a multi-exec tool such as MobaXterm or iTerm2 to simultaneously execute the same
command on all servers in the cluster.

1. Log into the ESXi host via SSH as the root user.

2. Enter the following commands, replacing the IP address in the first command with the IP address of the
vCenter or the syslog server that will receive the syslog logs.

3. Repeat steps 1 and 2 for each HX ESXi host.

Manage Cluster using Cisco Intersight

Cisco Intersight provides a centralized dashboard with a single view of all Cisco UCS Domains, HyperFlex clusters
and servers regardless of their location. The dashboard elements can be drilled down to get an overview of their
health statuses, storage utilization, port counts, and more. For a standard HyperFlex cluster, Cisco Intersight can
be used to do the initial install of a cluster as well. New features and capabilities are continually being added over
time. Please see the Cisco Intersight website for the latest information.

Follow the steps outlined in the Enable Cisco Intersight Cloud-Based Management section to manage the
HyperFlex Cluster from Cisco Intersight.

Manage Cluster using HyperFlex Connect

HyperFlex Connect is an easy to use, powerful primary management tool for managing HyperFlex clusters.
HyperFlex Connect is a HTML5 web-based GUI tool that is accessible via the cluster management IP address. It
runs on all HX nodes in the cluster for high availability. HyperFlex Connect can be accessed using either pre-
defined Local accounts or Role-Based access (RBAC) by integrating authentication with VMware vCenter
managing the HyperFlex cluster. With RBAC, you can use VMware credentials either local (for example,
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administrator@vsphere.local) or Single Sign-On (SSO) credential such as an Active Directory(AD) users defined
on vCenter through AD integration.

To manage HyperFlex cluster using HyperFlex Connect, follow these steps:

1. Open a web browser and navigate to the IP address of the HX cluster (for example, https://10.1.167.100).

Log in using the admin account. Log in using the admin account. Password should be same as the one
specified for the Storage Controller VM during the installation process.

= ‘Ui HyperFlex Connect HXV-Cluster0
€ Dashboard @ OPERATIONAL STATUS
Online
MONITOR
o A RESILIENCY HEALTH
arms + 1 Node failure can be tolerated
“V=  Healthyo
Yy Events
Storage optimization, compression and
B Acity LT P f 1.0% STORAGE . deduplication ratios will be calculated
8TB 78.4 GB Used pE—— OPTIMIZATION once we have sufficient information
regarding cluster usage.
ANALYZE
===  NODES 4 HX220C-M45
Iy Performance == OO @ E .
= 4 Converged
PROTECT
Replication |:| VIRTUAL MACHINES POWERED ON SUSPENDED POWERED OFF
0 VMS oo o do
MANAGE
E System Information IOPS Last 1 hour = Read Max: O Min:0 Avg- 0 = Write Max: 3.5 Min2.5 Avg: 3.16
= Datastores B \ / _Q\_/_’—’
O virtual Machines =
1
' Upgrade ||
> WebcLl
Throughput (MBps) Lest 1 hour * Read Max: OMin0 Avg: 0« Wirite Mesc 0.01 Min:0.01 Avg: 0.01
o.M
o
o
Latency (msec) Last 1 hour = Read Mz O MinD Avg 0 Write Max: 2 Mini0.94 Avg: 113
z
A / v

2. The Dashboard provides general information about the cluster’s operational status, health, Node failure
tolerance, Storage Performance and Capacity Details and Cluster Size and individual Node health.

(Optional) Manage Cluster using VMware vCenter (via Plugin)

The Cisco HyperFlex vCenter Web Client Plugin can be deployed as a secondary tool to monitor and configure the
HyperFlex cluster. The plugin is installed on the specified vCenter server by the HyperFlex installer. The plugin is
accessible from vCenter Flash Web Client.

‘& This plugin is not supported in the HTML5 based VMware vSphere Client for vCenter.

To manage the HyperFlex cluster using the vCenter Web Client Plugin for vCenter 6.5, follow these steps:

1. Use a browser to navigate and VMware vCenter Web Client. Log in using an administrator account.
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2. Navigate to the Home screen and click Global Inventory Lists.

vimware: vSphere Web Client chvg| Administrator@HXV.CON p > |

<4 Back IP

A Home Inventories
[J) Hosts and Clusters >

- al: | 1
5V an Tenpiaes > [ @
B storage > Hosts and WMs and Storage Networking Content
g Networking > Clusters Templates Libraries
|€ Content Libraries >
E» Global InvenioryLists I
Policies and Profiles > &

Update M Global Cisco ACI

& Update Manager 2| inventory Lists Fabric
% cisco ACI Fabric >

3. Inthe left navigation pane, click Cisco HX Data Platform.

vmware® vSphere Web Client A= ol ILauncn vSphere Client (HTMLS) | | Administrator@HXv. Help = |

"] vCenter Home

| Getting Started | Summary
Global Inventery Lists
[=! vCenlerHome What is vCenter?
w2 Virtual Machines The vCenter invenfory lists and trees s how
the objects associated with vCenter Server
i vApps > systems, such as datacenters, hosts,
VM Templates in Folders > clusters, networking, storage, and virtual
machines.
~ Resources
- Inventorylists allow you to view aggregated
vCenter Servers > lists ofthese objects across vCenter Server
PRl raiias > systems. These flat lists enable easier batch
operations.
[ Hosts >
Inventorytrees are now available in the top-
i clusters > level Home inventory. Inthese frees, objects
@ Resource Pools > are aranged hierarchically in one of four
views: Hosts and Clusters, Vs and
& Datastores b Templates. Storage, and Networking.
5 Datastore Clusters > To getstared with the virtual infras tructure:
£ networks > 1. Creale a datacenter
& Distributed Port Groups > 2. Add hosts to the datacenter
3. Create virtual machines on the hosts
Distributed Switches >
~ Cisco HyperFAex Systems Explore Further
l Gisco Hx Data Platform > Select an Inventory item What is vCenter Server?

4. Inthe left navigation pane, click the newly deployed HX cluster (HXV-Cluster0) to manage.
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vmware® vSphere Web Client = U ILauncn vSphere Client (HTMLS) | | Administrator@HXv.CcOM ~ | Help = |

Navigator b § HXV-Clustero = 7 B | {gpactions -
4 Back » Getting Started { summary ] Monitor  Manage
5l cisco HX Data Platform m ]
HXV Clusterd 0] STORAGE sl
B Hxv-clustero Total Nodes: 4 |
- Datastores- 0 USED 78.38 GB
s EAREE 00 OPERATIONAL STATUS
Model: HX220C-M4 S
COMYERGED NODES 4
VC Cluster: [FJ Hxv-Clustero
HX Plugin Loaded From  HXV-Cluster0 (10.1.167.100) RESILIENCY STATUS
= Status 1| | = Performance
Operational Status ¢ Online - 10PS
» Resiliency Status © Healthy [i] Current
LastUpdated 1/11/2019 §:13:03 AM Past Hour
+ Converged Nodes 4 Hosts online [ ]

4 Controllers online

+ Throughput

Current

Past Hour

* Capacity (|

Total
. l e Lty
B Used

Current E

5. Use the Summary, Monitor or Manage tabs in the right-window pane to monitor and manage the cluster
status, storage performance and capacity status, create datastores, upgrade cluster and more.

Enable/Disable Auto-Support and Notifications

Auto-Support is enabled if specified during the HyperFlex installation. Auto-Support enables Call Home to
automatically send support information to Cisco TAC, and notifications of tickets to the email address specified. If
the settings need to be modified, they can be changed in the HyperFlex Connect HTML management webpage.

To change Auto-Support settings, follow these steps:

1. Use a browser to navigate to HyperFlex Connect using the Management IP of the HX Cluster.
2. Log in using the admin account.

3. Click the gear shaped icon in the upper right-hand corner and click Auto-Support Settings.

4

Enable or Disable Auto-Support as needed. Enter the email address to receive notifications for Auto-Support
events.

5. Enable or Disable Remote Support as needed. Remote support allows Cisco TAC to connect to the HX cluster
and accelerate troubleshooting efforts.

6. If aweb proxy is used, specify the settings for web proxy. Click OK.
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7. To enable Email Notifications, click the gear shaped icon in top right corner, and click Notifications Settings.
Enter the outgoing Mail Server Address information, the From Address and the Recipient List. Click OK.

Create Datastores for Virtual Machines

This task can be completed by using the vSphere Web Client HX plugin, or by using the HyperFlex Connect HTML
management webpage.

To configure a new datastore from HyperFlex Connect, follow these steps:

1. Use a browser to navigate to HyperFlex Connect using the Management IP of the HX Cluster.

2. Enter Login credentials, either a local credential, or a vCenter RBAC credential with administrative rights. Click
Login.

3. From the left navigation menu, select Manage > Datastores. Click the Create Datastore icon at the top.

4. In the Create Datastore pop-up window, specify a Name and Size for the datastore.

Create Datastore

Datastore Name

HXV-MGMT-DS1

Size Block Size

2

Cancel Create Datastore

5. Click Create Datastore.

Migrate Virtual Networking to VMware vDS on HyperFlex Management Cluster

This section deploys the virtual networking for the virtual machines hosted on the Management cluster. APIC
manages the virtual networking on this cluster through integration with VMware vCenter that manages the cluster.
In this design, the Management cluster uses VMware vDS as the virtual switch for the VM networks. A Cisco AVE
can also be used. The HyperFlex infrastructure networks (in-band management, storage data and vMotion
networks) in the Management HyperFlex cluster will remain on the VMware vSwitch as deployed by the HyperFlex
Installer. VMware vCenter that manages the Management HyperFlex cluster is located in a third location outside
the ACI Multi-Pod fabric, and reachable through the Shared L30ut from each Pod.

Setup Information

The setup information for migrating the default virtual networking from VMware vSwitch to VMware vDS is provided
below.
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VLAN Name: HXV0-VMM VLANs

VLAN Pool: 1018-1028

Virtual Switch Name: HXV0-vDS

Associated Attachable Entity Profile: HXV-UCS_AAEP

VMware vCenter Credentials: <Username/Password> for the vCenter managing this cluster
VMware vCenter Credentials - Profile Name: Administrator

VMware vCenter Managing the VMM Domain: hxv-vecsa-0.hxv.com (10.99.167.240)
DVS Version: vCenter Default

VMware vCenter Datacenter: HXV-MGMT

Default vSwitch for virtual machine networks: vswitch-hx-vm-network

Uplinks on Default vSwitch for virtual machine Networks: vmnic2, vmnicé

Deployment Steps

To enable APIC-controlled virtual networking for the Management cluster, follow the procedures outlined in this
section.

Create VLAN Pool for VMM Domain
To configure VLAN pools for use by VMs hosted on the Management cluster, follow these steps:

1.

2
3.
4

Use a browser to navigate to the APIC GUI. Log in using the admin account.
From the top navigation menu, select Fabric > Access Policies.
From the left navigation pane, expand and select Pools > VLAN. Right-click and select Create VLAN Pool.

In the Create VLAN Pool pop-up window, specify a Name for the pool to use for port-groups on VMware vDS.
For Allocation Mode, select Dynamic Allocation. For Encap Blocks, click on the [+] icon on the right side to
specify a VLAN range.

In the Create Ranges pop-up window, specify a VLAN range for the pool. Leave the other parameters as is.

222



Solution Deployment - HyperFlex Management Cluster

dih APIC o @ €@

System

Tenants Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory Fabric Policies | Access Policies
Policies Pools - VLAN
Create VLAN Pool 00

VLAN
Name: | HXVO-VMM_VLANs
Description: | optional
Description
Allocation Mode: Dyn ation
Encap Blocks:
Create Ranges 00

VLAN Range
Type: VLAN

Description: optional

Range: VLAN 1018 - VLAN

Integer Value

Allocation Mode: Dynamic Allocation Inhe:

Role: External or On the wire encapsulations Internal

6. Click OK and then click Submit to complete.

Enable VMM Integration for HyperFlex Management Cluster
To enable VMM integration for the Management HyperFlex cluster, follow these steps:
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Virtual Networking.
3. From the left navigation pane, select Quick Start.
4. From the right-window pane, select (VMware hypervisor) Create a vCenter Domain Profile.
5

In the Create vCenter Domain pop-up window, specify a Virtual Switch Name. For Virtual Switch, leave
VMware vSphere Distributed Switch selected. For Associated Attachable Entity Profile, select the AAEP for the
UCS domain that the VMM domain is hosted on. For VLAN Pool, select the previously created pool associated
with this VMM domain from the drop-down list. Leave the other settings as is. For vCenter Credentials, click
the [+] icon on the right.

6. Inthe Create vCenter Domain pop-up window, specify a Name (for example, Administrator) for the
account and specify the vCenter credentials (Username, Password).
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.::IIISIII:IDI. APIC admin e e e o

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
Inventory
W Create vCenter Domain (2 1<) e

Virtual Switch Name: HXV0-vDS

- Virtual Switch: (L Sphere Distributed Switch Cisco AVS Cisco AVE See Also
er Domains

Associated Attachable Entity Profile: | HXV-UCS_AAEP i} zcess Policies
Delimiter:
T Create vCenter Credential 2 1]
Enable VM folder Data Retrieval (Beta): [] Name: Administrator

Access Mode: (  Read Only Mode Description: optional

Endpoint Retention Time (seconds): [0 &

VLAN Pool: | HXVO-VMM_VLANs(dynamic) @ Usemname: [administrator
Security Domains: Password: e
Name Di Confirm Password: -

vCenter Credentials:

Profile Name Username C Cancel n

7. Click OK and in the Create vCenter Domain window, for vCenter, click the [+]icon on the right.

8. In the Add vCenter Controller pop-up window, enter a Name for the vCenter. For Host Name, specify the
vCenter IP address or hostname. For DVS Version, leave it as vCenter Default. For Stats Collection, select
Enabled. For Datacenter, enter the exact vCenter Datacenter name. For Associated Credential, select the
vCenter credentials created in the last step (Administrator).
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e

cisco APIC &

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Inventory

Inventory .

HETEH { Create vCenter Domain (2 ]x]

O Qui Security Domains: +

—

Add vCenter Controller 00

vCenter Controller

Name: HXV-VCSA-0
Host Name (or IP Address): | 10.99.167.240
DVS Version: |vCenter Default

Stats Collection: Disabled Enabled

Datacenter:  HXV-MGMT

Management EPG: | select an option

Associated Credential: Administrator

9. Click OK. In the Create vCenter Domain Window, select the MAC Pinning-Physical-NIC-load as the Port
Channel Mode. Select CDP for vSwitch Policy.
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i)
cisco APIC
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operati
ayvenior
T—— Create vCenter Domain
= \ ins
B Container Domains vCenter Credentials:
Profile Name Username

I Administrator administrator

vCenter:

Name P

I HXV-VCSA-0 10.99.167.240

~

Number of Uplinks:

Port Channel Mode:  MAC Pinning-Physical-NIC-loac

vSwitch Policy: CDP LLDP

NetFlow Exporter Policy: | select an option

ons Apps Integrations
T +
Description
W +
Type Stats Collection
vCenter Enabled

Cancel Submit

10. Click Submit to create the APIC managed vDS in VMware vCenter for the HyperFlex Management cluster

11. Use a browser to navigate to the VMware vCenter server managing t

he HyperFlex Management cluster.

Select the vSphere Web Client of your choice. Log in using an Administrator account. Navigate to the data
center for Management and select the Networking tab from the left navigation window. Select Networks >
Distributed Switches in the right windowpane to verify that the vDS switch was created and setup correctly.

vm vSphere Client

o g8 @ B HXV-MGMT | acTions~
~ [ hxv-vesa-0hxv.com Summary Monitor Configure Permissions Hosts & Clusters
> [ Hx-IcP

VMs

Datastores Networks Updates

> HXV-APP Distributed Port Groups

——

Uplink Port Groups Network Folders

> [ HXV-MGMT

Name T ~  Version w  NIOC Version

HXV-VDI 6.50 Network /O Control ver. 3
HXVO-vDS 6.50 Network /O Control ver. 2
HXV0-vDS-HxBench 6.5.0 Network /0 Control ver. 3

LACP Version v

vC
Enhanced LACP ﬂ hxw-vecsa-0.hxv.com
Baslc LACP ﬂ hxv-vesa-0.hxv.com

Enhanced LACP G hxv-vcsa-0.hxv.com

Add HyperFlex ESXi Hosts to VMware vSphere vDS

L The screenshots in this section are from the previous release of this CVD using VMware vSphere and
VMware vCenter 6.5. However, the procedures for migrating VM networking to vDS from vSwitch are
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the same in the vSphere 6.7 environment used for this release. The vSphere environment was up-
graded from 6.5 to 6.7 for this release of the CVD.

To add the HyperFlex ESXi Hosts to the newly created vDS, follow these steps:

1. Use a browser to log into the VMware vCenter server managing the HyperFlex Management cluster. Select
the vSphere Web Client of your choice. Log in using an Administrator account.

2. Navigate to the Home screen, select Networking in the Inventories section.

3. In the left navigation pane, expand the Datacenter with the newly deployed vDS. Open the vDS folder and
select the vDS deployed by the APIC. Right-click and select Add and manage hosts.

&) | [ Launch vSphere Client (HTMLS) | | Administrator@HXV.COM = | Help = |

vmware® vSphere Web Client A=

. — r
=
Navigator § = HXV0-vDS [ B S [ 2 o ighActions -
4 Back » Getting Started | summary | Monitor Configure  Permissions Ports  Hosts  VMs  Nelworks  More Objects

ﬁ El a8 ( g 1 HXV0-vDS

] @ IvSeea 0 Ty Comm Manufacturer: VI are, Inc.

"HXV'MGMT A Version: 650
+ [ HXV0-vDS Upgrades available
= | =
Actions - HXV0-DS (L

yv-vm-ned
gh lil Distributed Port Group
XV-Vm-nel
Q; f. Add and Manage Hosls...

Storage
g 9= G2 A2 Migrate VMs to Another Network T
£ storage Co
Upgrade > ‘ ] | * Features O
) storage Co
Settings » 2 » Network /O Control Supported
Mave To._. (o NetFlow Supported
Rename.... 0 Link Layer Discovery Protocol Supported
Tags & Custom Aftributes o Link Aggregation Control Protocol Basic suppaort  Enhance
Alarms » : Port mirroring Supported
x Delete =] IGMP/MLD snooping Supported
Health check Supported

4. In the Add and Manage Hosts pop-up window, select the Add hosts option. Click Next.
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T

Select a task to perform on this distibuted switch.

Select hosts

Select network adapter @ Add hosts

e Add new hosts to this distributed switch.
Manage physical network )
adapters (0) Manage host networking

Manage VMkernel network Manage networking of hosts attached to this distributed switch.

adapters (_) Remove hosts
Remove hosts from this distributed switch.

Analyze impact

Ready to complete
(0) Add host and manage host networking (advanced)
Add new hosts and manage networking of hosts already attached to this distributed switch. Use this
option to unify the network configuration of new and existing hosts.

[+]

Back [ Next ] Finish [ Cancel ]

5. In the Select Hosts window, click [+ New host..] icon at the top to add new host.

6. Inthe Select new hosts pop-up window, select all hosts in the HX cluster.

D Incompatible Hosts (q Filter

[] Host Host State Clustar

~ @ 10.1.167.101 Connected [P Hxv-Clustero
# @ 101.167.102 Connected EP Hxv-Clustero
™ @ 10.1.167.103 Connected [ Hxv-Cluster0
A B 101167104 Connected [ Hxv-Clustero

4items J5Copy~

7. Click OK.

228



Solution Deployment - HyperFlex Management Cluster

+" 1 Selecttask Select hosts
Select hosts to add fo this distributed switch.

2 Select hosts

5 Select network adapter )
tasks ok New hosts. | 2 Remove

Manage physical network Host Host Status
adapters

4 (New)10.1.167.101 Connected
Manage VMkernel network

adapters T mew) 10.1.167.102 Connected
& Analyze impact ‘ﬁ (New) 10.1.167.103 Connected

E (New)10.1.167.104 Caonnected
7 Ready to complete

8. Click Next. Leave Manage physical adapters selected and de-select the other options.

' 1 Selecttask Select network adapter tasks
Selectthe network adapter tasks to perform.
' 2 Select hosts

Select network adapter
tasks

3

[w] Manage physical adapters
Add physical network adapters to the distributed switch, assign them to uplinks, or remove existing

Manage physical network

adapters —
5 Analyze impact [ ] Manage VMkernel adapters
Add or migrate ViMkernel network adapters to this distributed switch, assign them to distributed port
6 Readyto complete groups, configure VMkernel adapter settings, or remove existing ones. ¥

D Migrate virtual m achine networking
Migrate VM network adapters by assigning them to distributed port groups on the distributed switch.

Sample distributed switch
Manage
adapter ™

__VMkemelpo [group | U
- R N ] D
Back Next | fnsn  cancel |

9. Click Next.

10. In the Manage physical network adapters window, for the first host, from the Host/Physical Network Adapters
column, select the first vinic (for example, vmnic2) that currently belongs to the HX VM Network vSwitch
(for example, vswitch-hx-vm-network). Click the Assign uplink icon from the menu.
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+ 1 Selecttask Manage physical network adapters
Add or remove physical network adapters 1o this distributed switch.
+" 2 Select hosts
« . Select network adapter
3 tacks S Assign uplink 1 Resetchanges @ View sefings
4 Manage physical network Host/Physical Netwnris Admntnre Doadmilesin Basen Uplink Uplink Port Group
adapters Assign the selected physical network adapter to |
T T ‘ﬁ 1011677 5 uplink on this switch.
b = On this sWtcH
6 Ready to complete = On other switchesfunclaimed
vmnicO vswitch-hx-inband-mgmt - -
vmnic1 vswitch-hx-storage-data - -
vmnic2 vswitch-hx-vm-network - -
vmnic3 vmotion - - I
vmnic4 vswitch-hx-inband-mgmt - -
vmnics vswitch-hx-storage-data - -
vmnic6 vswitch-hx-vm-network - -
vmnic7 vmotion - -
« ] 10.1.167.102 F
fl ] ] [»]

11. In the Select an Uplink for vmnic pop-up window, leave uplink 1 selected.

Uplink | Asslgned Adapter |

uplink1

uplink2 =

uplink3

uplinkd.
uplinkd
uplinké
uplink7.
uplinke
(Auto-assign)

12. Click OK.

230



Solution Deployment - HyperFlex Management Cluster

13. Repeat steps 1-14 for the second vmnic (for example, vmnic6) that currently belongs to the HX VM Network
vSwitch (for example, vswitch-hx-vm-network) - assign it to uplink2.

Uplink | |Ass|gneu Adapter

uplink1 vmnic2
uplink2

uplink3

uplink4

uplinks

uplinkG

uplink?

uplinks

(Auto-assign)

14. Click OK.

Warning

One or more hosts have no assigned physical network
adapters. Virtual machines running on these hosts will

1 encounter networking problems when trying to connect to this
distributed switch.

Click OK to continue or Cancel to review your changes.

o (Coma ]

15. Click OK to accept the Warning.

16. Repeat steps 1-17 to move uplinks from vSwitch to vDS for all hosts in the cluster. If a server shows no
physical adapter available for migration to vDS, exit the wizard. Select the host from left navigation pane and
navigate to Configure > virtual Switches (under Networking) and select the vSwitch for vm-network (for
example, vswitch-hx-vm-network) and remove the physical adapters. Once released from the vswitch,
the physical adapters for that host can be added to the vDS from the wizard.

17. Click Next.
18. In the Analyze impact window, click Next.
19. Review the settings and click Finish to apply.

The management HyperFlex cluster is now ready for deploying virtual machines and as EPGs are deployed in the
ACI fabric, the virtual networking will also be setup.
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Deploy Virtual Machines - Infrastructure Management

In this design, the Management HyperFlex cluster hosts the infrastructure management virtual machines to
manage other virtual server infrastructure on the same ACI Multi-Pod fabric. The HyperFlex Installer virtual
machine for installing other HyperFlex clusters in the ACI Fabric is one of the infrastructure services hosted on the
Management cluster. The HyperFlex Installer VM will deploy the HyperFlex stretched cluster in this solution.

The high-level steps for deploying the virtual machines on a HyperFlex cluster connected to a Cisco ACI Multi-
Pod fabric are as follows:

e Add VLAN(s) to ACI Fabric for Infrastructure Management Virtual Machines - this is done by adding the
VLANS to the VLAN Pool associated with the access layer connection to the Infrastructure Management
virtual machines. Ideally, a pool of VLANs should be pre-defined for use by different types of infrastructure
and management services rather than adding VLANs one at a time. In this design, VMM integration is
enabled between the APIC and the vCenter managing the cluster to dynamically allocate and configure the
virtual networking for infrastructure and management virtual machines. The VLAN Pool for use by VMM
domain was completed in the Migrate Virtual Networking on HyperFlex Management Cluster to VMware vDS
section. Additional VLANs can be added to the VMM VLAN Pool as needed.

e Define ACI Constructs for Infrastructure Management - this includes specifying the Tenant, VRF, Bridge
Domain, Application Profile, EPGs, and Contracts so infrastructure virtual machines can be added to the ACI
fabric. VMware vCenter and HX Installer virtual machines will be part of the existing Foundation Tenant
and VRF but a new Application Profile, Bridge Domain and EPG will be created for the HyperFlex Installer
and VMware vCenter virtual machines - they can also be deployed in separate EPGs as well. To host
additional services such as AD/DNS, Umbrella Virtual Appliances, Monitoring tools etc. new EPGs and
Tenants can also be provisioned as needed in the Management cluster.

e Enable contracts to allow communication between Infrastructure EPGs and other components in the
network. For example, the Installer virtual machine will need out-of-band management access to Fabric
Interconnects and in-band ESXi management access to the HX nodes.

e Deploy the infrastructure virtual machines in the HyperFlex Management cluster.

Configure ACI Fabric for Infrastructure Management

This section explains the ACI fabric setup for deploying infrastructure management virtual machines in the
Management HyperFlex cluster. The same procedure can be used to bring up other virtual machines on the same
cluster.

In this setup, the existing Foundation Tenant and VRF used for HyperFlex infrastructure will also be used to host
the infrastructure and management virtual machines hosted on the Management cluster. For new Tenants, follow
the steps for the Foundation Tenant and VRF before doing the configuration in this section.

Create Bridge Domain for Infrastructure Management

To create a Bridge Domain for Infrastructure Management virtual machines in the HyperFlex Management cluster,
follow these steps using the setup information provided below:

e Tenant: HXV-Foundation
e VRF: HXV-Foundation VRF
e Bridge Domain: HXV-INFRA-MGMT BD
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
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From the top navigation menu, select Tenants > HXV-Foundation.
From the left navigation pane, expand and select Tenant HXV-Foundation > Networking > Bridge Domains.

Right-click Bridge Domains and select Create Bridge Domain.

o &~ LM

In the Create Bridge Domain wizard, for Name, specify a name (HXV-INFRA-MGMT BD) for the bridge
domain. For VRF, select the previously created VRF (HXV-Foundation VRF) from the drop-down list. For
Forwarding, select Custom from the drop-down list. For L2 Unknown Unicast, select Flood from the drop-
down list. The checkbox for ARP Flooding should now show up as enabled.

Create Bridge Domain 09

STEP 1 > Main 2. L3 Configurations 3. Advanced/Troubleshooting

Name:
Alias:

Description:

Tags:

Type:

Advertise Host Routes:
VRF:

Forwarding:

L2 Unknown Unicast:

L3 Unknown Multicast Flooding:
Multi Destination Flooding:

ARP Floading:
Clear Remote MAC Entries:
Endpoint Retention Policy:

HXV-INFRA-MGMT_BD

optional

enter tags separated by comma

regular

O
HXV-Foundation_VRF [

Custom
Flood

Flood

Flood in BD

Enabled

O

select a value

This policy only applies to local L2 L3 and
remote L3 entries

IGMP Snoop Policy: select a value

MLD Snoop Policy:  select a value

6. Click Next.

7. Inthe L3 Configurations section, for EP Move Detection Mode, select the checkbox to enable GARP based
detection if needed. See Review/Enable ACI Fabric Settings section for details on when to enable this feature.

8. Click Next. Skip the Advanced/Troubleshooting section. Click Finish to complete.

Configure Subnet Gateway for Infrastructure Management

To configure a gateway for Infrastructure Management virtual machines, follow these steps using the setup
information provided below:

e T[enant; HXV-Foundation
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e Bridge Domain: HXV-INFRA-MGMT BD
e BDSubnet:10.10.167.254/24

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Tenants > HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Networking > Bridge Domains
> HXV-INFRA-MGMT BD. Right-click and select Create Subnet.

4. In the Create Subnet pop-up window, for the Gateway IP, specify the IP address and mask for the gateway.
For Scope, select Advertised Externally and Shared between VRFs. Leave everything else as is.

dsco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: QEIERsIReEELy | common | HXV-Foundation | ASV-Foundation infra |

HXV-Foundation

WI€] Create Subnet

C> Quick Start Gateway IP: | 10.10.167.254/24

ﬁ HXV-Foundation address/mask
B Application Profiles Treat as virtual IP address: [_]
Make this IP address primary: M
Scope: [ Private to VRF
Advertised Externally
Shared between VRFs

Description: optional

Subnet Control: [_] No Default SVI Gateway
] Querier IP

L3 Out for Route Profile: select a value

Route Profile: select a value

Q Tunnels

= Contracts
= Policies
= Services

5. Click Submit.

Create Application Profile for In-Band Management

To create an application profile for Infrastructure Management virtual machines in the HyperFlex Management
cluster, follow these steps using the setup information provided below:

e T[enant: HXV-Foundation
e Application Profile: HXV-INFRA-MGMT AP

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
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2. From the top navigation menu, select Tenants > HXV-Foundation.

3. From the left navigation pane, select Tenant HXV-Foundation. Right-click and select Create Application
Profile.

4. In the Create Application Profile pop-up window, specify a Name for the Application Profile.

dl APC

Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [RElERsIfs(El0d | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXV-Foundation (MBI X(

NN g ¥ Tenant - HXV-Foundation
Create Application Profile 00
Name: | HXV-INFRA-MGMT_AP
Alias:
Description: | optional
Tags:
enter tags separated by comma
Monitoring Policy: | select a value
EPGs
SIS
Name Alias BD Domain Switching Static Path  Static Path  Provided Consumed
Mode VLAN Contract Contract

5. Click Submit to complete

Create EPG for Infrastructure Management and Associate with Bridge Domain

To create an EPG for Infrastructure Management virtual machines in the HyperFlex Management cluster, follow
these steps using the setup information provided below:

e Tenant: HXV-Foundation
e Application Profile: HXV-INFRA-MGMT AP
e Bridge Domain: HXV-INFRA-MGMT BD

e EPG: HXV-INFRA-MGMT EPG
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1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Tenants > HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
INFRA-MGMT AP. Right-click and select Create Application EPG.

4. In the Create Application EPG pop-up window, specify a Name(HXvV-INFRA-MGMT EPG) for the EPG. For
Bridge Domain, select the previously created Bridge Domain (HXV-INFRA-MGMT BD).

.é||ls.cllg;. APIC admir
System Tenants Fabric Create Application EPG oe

ALL TENANTS | AddTenant | Te STEP 1 > Identity 1. Identity

HXV-Foundation

Name:  HXV-INFRA-MGMT_EPG
Alias:

Description:  optional

Tags:

enter tags separated by comme
Contract Exception Tag
QoS class: | Unspecified
Custom QoS:  select a value

Data-Plane Policer: | select a value

Intra EPG Isolation: Enforced Unenforced

Preferred Group Member: Exclude
Flood in Encapsulation: Disabled

Bridge Domain:  HXV-INFRA-MGMT_BD i

Monitoring Policy: ' select a value
FHS Trust Control Policy: ' select a value

Shutdown EPG: []

Associate to VM Domain Profiles: [j

Statically Link with Leaves/Paths: D
EPG Contract Master: +

Application EPGs

5. Click Finish.

Associate EPG with VMM Domain - Dynamic Binding
To associate the Infrastructure Management EPG with the VMM Domain, follow these steps:

e Tenant: HXV-Foundation

e Application Profile: HXV-INFRA-MGMT AP
e EPG: HXV-INFRA-MGMT EPG

e Domain: HXV0-vDS

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
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2. From the top navigation menu, select Tenants > HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
INFRA-MGMT AP > Application EPGs > HXV-INFRA-MGMT EPG. Right-click and select Add VMM Domain
Association.

4. In the Add VMM Domain Association pop-up window, for VMM Domain Profile, select the previously created
VMM Domain from the list. For Deploy Immediacy and for Resolution Immediacy, select Immediate.

didy APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Inte|

ALL TENANTS | AddTenant | Tenant Search: QREERsIMsEE-g | common | HXV-Foundation | ASV-Foundation | infi]

F/Fendation ' O o cpG - HXV-INFRA-MGMT_EPG
Add VMM Domain Association 00
VMM Domain Profile:  HXV0-vDS 15
Resolution Immediacy: Immediate On Demand ‘ Pre-provision )

Delimiter:
Enhanced Lag Policy: select an option

Allow Micro-Segmentation: []
Untagged VLAN Access: []

VLAN Mode: Dynamic Static

Port Binding: C Dynamic Binding \ Ephemeral Default Static Binding

Netflow: Disable Enable

Allow Promiscuous: Reject
Forged Transmits: Reject
MAC Changes: | Reject

Active Uplinks Order:
Enter IDs of uplinks separated by comma

Standby Uplinks:
Enter IDs of uplinks separated by comma

Custom EPG Name:

5. Click Submit.

Enable Contract to Access Outside Networks via Shared L30ut
To access networks outside the ACI fabric using the L30ut connection in each Pod, follow these steps:

e Tenant: HXV-Foundation

e Application Profile: HXV-INFRA-MGMT AP

e EPG: HXV-INFRA-MGMT EPG

e (Consumed Contract: Allow-Shared-L30ut

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

237



Solution Deployment - HyperFlex Management Cluster

2. From the top navigation menu, select Tenants > HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
INFRA-MGMT AP > Application EPGs > HXV-INFRA-MGMT EPG. Right-click and select Add Consumed
Contract.

4. In the Add Consumed Contract pop-up window, select the L30ut contract from the drop-down list.

dily APIC

Admin

L4-L7 Services Apps

System Tenants Fabric Virtual Networking Operations

ALL TENANTS | AddTenant | Tenant Search: QEREReINecE s | common | HXV-Foundation | ASV-Foundatiol

HXV-Foundation
@ @© © EPG - HXV-INFRA-MGMT_EPG

C» Quick Start

ﬁ HXV-Foundation

Add Consumed Contract 00

B Application Profiles

: . -
@ HXV-IB-MGMT_AP Contract: | Allow-Shared-L30ut [Y
Type at least 4 characters to select contracts
@ HXV-INFRA-MGMT_A QoS: | Unspecified

i Application EPGs Contract Label:

o
- -Md
% HXVEINFRA-M Subject Label:

B uSeg EPGs
@ Hxv-Storage_AP

@ Hxv-vMotion_AP
B Networking
= Contracts

5. Click Submit.

Create Contract to Enable Access to Infrastructure Management

To access the infrastructure and management services hosted in the Management Cluster, follow these steps
using the setup information provided below:

e Tenant: HXV-Foundation

e Application Profile: HXV-INFRA-MGMT AP
e EPG: HXV-INFRA-MGMT EPG

e Provided Contract: Al1low-Infra-Mgmt

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Tenants > HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
INFRA-MGMT AP > Application EPGs > HXV-INFRA-MGMT EPG. Right-click and select Add Provided
Contract.

4. In the Add Provided Contract pop-up window, select Create Contract from the end of the drop-down list.
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5. In the Create Contract pop-up window, specify a Name( Allow-Infra-Mgmt) for the Contract.

6. For Scope, select Tenant from the drop-down list.

dil APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: ERlERsIls[eETy | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXV-Foundation M eec - 1 Create Contract oe

C» Quick Start Name: | Allow-Infra-Mgmt

Foundation Alias:

Add Provided Cor

Scope: | Tenant o
Contract: |sele QoS Class: | Unspecified
Type
QoS: | Uns Target DSCP: | Unspecified

Contract Label: Description: | optional

Subject Label:
Tags:

enter tags 1 by comma

Subjects: +

Name Description

7. For Subjects, click [+] on the right to add a Contract Subject.

8. In the Create Contract Subject pop-up window, specify a Name (Allow-Infra-Mgmt Subject) for the
subject.
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Create Contract Subject

Name: | Allow-Infra-Mgmt_Subject

Alias:
Description: | optional
Target DSCP: | Unspecified v

Apply Both Directions:
Reverse Filter Ports:

Wan SLA Policy: | select an option v
Filter Chain
QoS Priority: v
Filters ar
Name Directives Action Priority

9. Under Filters, click [+] on the right to add a Contract Filter.

Create Contract Subject

Name: | Allow-Infra-Mgmt_Subject
Alias:
Description: | optional
Target DSCP: | Unspecified v

Apply Both Directions:
Reverse Filter Ports:

Wan SLA Policy: | select an option v
Filter Chain
L4-L7 Service Graph:  select an option v
QoS Priority: v
Filters w +
Name Directives Action Priority
"select an option ~|| none % ~ | Permit v |

Cancel

Cancel
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10. For Name, click the down-arrow to see the drop-down list. Click [+] to create a Filter.

Cr O it (2 I x]

[ ] Name Tenant

[ Tenant: HXV-Foundation
© Allow-IB-M... HXV-Found...

1 s

© Allow-Infra... HXV-Found...

© Allow-Infra... HXV-Found...

= Tenant: common lect an option -

Fii © Allow-All common
© __sn_inb_fi.. common
© arp common tion ™
© default common
® est common
© icmp common & +
© wefewr common Directives Action Priority

Mselect an option |V none * ~ | Permit v |

Cancel

11. In the Create Filter pop-up window, specify a Name (Allow-Infra-Mgmt Filter) for the filter. For Entries,
click [+] to add an Entry. Enter a Name (Allow-A11) for the Entry. For the EtherType, select IP from the drop-
down list.

Create Filter 00

Name:  Allow-Infra-Mgmt_Filter

Alias:

Description: optional

Tags:
enter tags separated by comma
Entries: oW+
Name  Alias EtherType ARP Flag IP Protocol Match  Stateful Source Port / Range Destination Port / Range TCP Session Rules
?,Z';’,..m From To From To
Allow-4£ P v Unspecified

C- T

Cancel

12. Click Update.
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13. Click Submit.
14. In the Create Contract Subject pop-up window, click Update.

Create Contract Subject

Alias:
Description:  optional
Target DSCP:  Unspecified

Apply Both Directions:
Reverse Filter Ports:
Wan SLA Policy: |select an option

Filter Chain

L4-L7 Service Graph: |select an option

QoS Priority:
Filters
Name Directives Action
HXV-Foundation/Allow-Infra-Mg none x Permit

Priority

-

Cancel

15. Click OK to finish creating the Contract Subject and close the window.

16. In the Create Contract pop-up window, click Submit to complete creating the Contract.

&l APC

System Tenants Fabric

ALL TENANTS | AddTenant | Tenant Search: [QEINERI[E{Hg | common | HXV-Foundation

HXV-Foundation
© EPG - HXV-INFRA-MGMT_EPG

Add Provided Contract

Contract:  Allow-Infra-Mgmt &

Type at least 4 characters to select contracts

QoS: |Unspecified
Contract Label:

Subject Label:
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17. Click Submit to complete adding the Provided Contract. The contract can now be consumed by other EPGs
that need reachability to the virtual machines in this EPG.

Enable Access to Infrastructure Management from Foundation Tenant EPGs

To enable connectivity between HyperFlex Installer VM (or other VMs in the HXV-INFRA-MGMT EPG) and the
endpoints in the HyperFlex infrastructure networks, follow these steps:

e Tenant: HXV-Foundation
e Application Profile: HXV-IB-MGMT AP, HXV-Storage AP, HXV-vMotion AP

e EPG: HXV-IB-MGMT EPG, HXV-CLO-StorData EPG, HXV-CLO-StorData EPG, HXV-
vMotion EPG

e Consumed Contract: Allow-Infra-Mgmt

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
2. From the top navigation menu, select Tenants > HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-IB-
MGMT AP > Application EPGs > HXV-IB-MGMT EPG. Right-click and select Add Consumed Contract.

4. In the Add Consumed Contract pop-up window, select the contract from the drop-down list.

did APIC

Admin

System Tenants Fabric Virtual Networking L4-L7 Services Operations Apps

ALL TENANTS | AddTenant | Tenant Search: QEIEKeIgs[cEld

FAVFoundation ® @@) U EPG - HXV-IB-MGMT_EPG

C» Quick Start

B Hxv-Foundation Add Consumed Contract oe

= Application Profiles

| common | HXV-Foundation | ASV-Foundation |

Contract: | Allow-Infra-Mgmt [
@ HXV-IB-MGMT_AP Type at least 4 characters to select contracts
= Application EPGs QoS: | Unspecified
% HXV-IB-MGMT_EPG Contract Label:
[ uSeg EPGs Subject Label:

@ HXV-INFRA-MGMT_AP

@ Hxv-Storage_AP

@ Hxv-vMotion_AP

= Networking Cancel

| — oy eNrryes

5. Click Submit. Endpoints in the in-band management EPG/network will now be able to access the virtual
machines in the infrastructure management EPG/network.

6. Repeat steps 1-5 for the other HyperFlex infrastructure networks or EPGs that need access to management
infrastructure virtual machines.
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Deploy HX Installer Virtual Machine in the HyperFlex Management Cluster

This section explains the deployment of HyperFlex Installer virtual machine on the Management HyperFlex cluster.

The Management HyperFlex Cluster is managed by a VMware vCenter hosted outside the ACI Multi-Pod Fabiric,
reachable through the Shared L30ut setup between the ACI fabric and the existing (non-ACI) network. The
HyperFlex Installer, once deployed, can be used to deploy any number of HyperFlex clusters. In this design, the
HyperFlex Installer will be used in this design to deploy the HyperFlex stretched cluster for hosting Applications.
See the Install HyperFlex Stretched Cluster section for more details.

Table 66 Setup Information

VMware vCenter IP Address 10.99.167.240
Installer Virtual Machine
IP Address 10.10.167.248/24
Gateway 10.10.167.254 (in the ACI Multi-Pod Fabric)
Network . .
VLAN is dynamically allocated by APIC-managed VMware vDS
Port-Group: HXV-Foundation|HXV-INFRA-
MGMT_AP | HXV - INFRA—MGMT_E PG
DNS 10.99.167.244, 10.99.167.245
NTP 192.168.167.254

To deploy the HyperFlex installer in the Management HyperFlex Cluster, follow these steps:

1. Use a browser to navigate to the VMware vCenter Server managing the Management cluster. Click the
vSphere web client of your choice and log in using an Administrator account.

2. From the vSphere Web Client, navigate to Home > Hosts and Clusters.
3. From the left navigation pane, select the Datacenter > Cluster. Right-click to select Deploy OVF Template...

4. In the Deploy OVF Template wizard, for Select Template, select Local file and click the Browse button to
locate and open the Cisco-HX-Data-Platform-Installer OVA file.
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¥¢1 Deploy OVF Template o
Selecttempiate 2

Select an OVF template.
2 Select name and location

3 Selecta resource Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your compu
such as alocal hard drive, a network share, or a CD/DVD drive. |
4 Review details ‘

5 Select storage (O URL

6 Ready to complete l |
(e) Local file

1 ile(s) selected, click Next to validate

4\ Use multiple selection to select all the files associated with an OVF template (.ovf, vmadk, etc.)

5. Click Next.

6. For Select name and location, specify a name for the virtual machine and select a folder location. Click Next.
7. For Select a resource, select a host or cluster or resource pool to locate the virtual machine. Click Next.

8. Review the details. Click Next.

9. For Select storage, select a datastore and Thin provision virtual disk format for the VM. Click Next.

10. For Select networks, use the drop-down list in the Destination Networks column to specify the network (HXv-
Foundation|HXV-INFRA-MGMT AP |HXV-INFRA-MGMT EPG) the installer VM will communicate on. Click
Next.

11. For Customize template, provide the IP Address, Mask, Gateway, DNS and NTP server info. Click Next.

12. Review the settings. Click Finish. Power on the virtual machine.

vmware® vSphere Web Client = O | | Launch vsphere client (HTMLS) | | Administrator@xv.com = | Hep + | (B

' Navigator .lr\||’5‘5HXVO-Data-PIatform-lnstalIer-v3.5.1a-311... \ = [ &y & iopActions v =~

.4 Back Gelting Started ~ Summary  Monitor  Configure  Permissions  Snapshots  Datastores ‘ Networks | Endpoint Group...  Update Manager

(B | & B8 @

| Networks
w [ hwv-vesa-0.hv.com
w [flg HXV-MGMT yEditsetings... | {8 Actions + (& (o Fiter )
<1l HXV-Cluster0 ,
[g 10.1.167.101
g 101 167 102 2, HXV-Foundation|HXV-INFRA-MGMT_AP|HXV-INFRA-MGMT_EPG Distributed port group 3
[ 101167103

[ 10.1.167.104
&} HXVO0-Data-Platform-Installer-v3.5.1a-31118-...

13. From VMware vCenter, console into the installer VM to verify setup. If the HyperFlex installer was deployed
using DHCP, the leased IP address can be verified from the console. Login using the default username (root)
and password (Cisco123).
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tokadad i a 2 2 2 2 3 2 2 5 5 2 2 2 2 2 2 3 2 2 2 2 F 2 2 2 5 2 2 2 2 2 2 2 2 2 2 3 % 3

You can start the installation by visiting
he following URL:

http:,/,10.10.167.248

I D D 6 T DT TE T TEIEIETE T T TE T TE T TETETETETETE T TETE T TETETETETEIEFE 6767636362

yperFlex—Installer login: _

14. Verify the IP address, NTP status, DNS configuration and change the default password as shown below.

root@PHyperFlex-Installer:™# ifconfig ethO

- Link encap:Ethernet HUWaddr 00:50:56:93:6a:6cC
inet addr:10.10.167.248 Bcast:10.10.167.255 HMask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:14401 errors:0 dropped:0 overruns:0 frame:0
TX packets:14241 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:10250086 (10.2 MB) TX bytes:13995621 (13.9 MB)

rootPHyperFlex-Installer:™# ping -c 3 10.10.167.254

ING 10.10.167.254 (10.10.167.254) 56(84) bytes of data.

b4 bytes from 10.10.167.254: icmp_seq=1 ttl=64 tine=0.229 mns
b4 bytes from 10.10.167.254: icmp_seq=2 tt1=64 timne=0.248 ns
b4 bytes from 10.10.167.254: icmp_seq=3 ttl=64 tine=0.201 ms

10.10.167.254 ping statistics ——-
3 packets transmitted, 3 received, 0x packet loss, time 1999ms
i = 0.201,0.226,0.248,0.019 ns

root@HyperFlex-Installer:™# nslookup server
10.99.167.244
10.99.167 .244453

* server can't find server: NXDOMAIN

oot@HyperFlex—Installer: ™ # passud
ew password:
etype new password:
passwd: password updated successfully

The Installer virtual machine is now ready for installing HyperFlex clusters.
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Solution Deployment - HyperFlex Application Cluster

This section provides the detailed procedures for deploying an 8-node HyperFlex stretched cluster using an on-
premise HyperFlex Installer virtual machine. This cluster will serve as an Application cluster in this design for
hosting application virtual machines. The Installer VM to install the cluster will be hosted on the Management
Cluster. Other infrastructure services such as Active Directory, DNS, VMware vCenter and HyperFlex Witness are
located outside the ACI fabric and accessed through the shared L30ut connection from each Pod.

ﬂ Cisco Intersight currently does not support the install of HyperFlex stretched clusters.

Topology
Figure 22 HyperFlex Application Cluster
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Deployment Overview

The high-level steps for deploying an Application HyperFlex cluster in a Cisco ACI Multi-Pod fabric are as follows:

Setup Cisco UCS domains for HyperFlex stretched cluster - one in each Pod.

Setup ACI fabric to enable HyperFlex infrastructure connectivity necessary for installing and operating the
Cisco HyperFlex stretch cluster. This requires ACI constructs (Tenant, VRF, Bridge Domain and Application
Profile) to be defined in the fabric. This connectivity must be in place before the stretch cluster can be
installed across the ACI Multi-Pod fabric.

Install HyperFlex stretched cluster using the HyperFlex Installer VM hosted on the Management cluster.

Create contracts to enable communication between different tiers of the applications. Contracts are also
necessary to allow users to access the Application, and to access outside networks and services using the
shared L30ut in each Pod.

Deploy application virtual machines on the Application HyperFlex cluster.

Add virtual machines to the port-group corresponding to the EPG in VMware vCenter.

Setup Cisco UCS Domain for HyperFlex Stretched Cluster

Follow the procedures outlined in the Setup Cisco UCS Domains section to deploy and setup the two Cisco UCS
domains that the HyperFlex stretched cluster nodes in Pod-1 and Pod-2 will connect to.

Setup ACI Fabric for HyperFlex Stretched Cluster

To deploy a HyperFlex cluster in the ACI Fabric, the fabric must provide reachability to the following key
infrastructure networks:

In-Band management network for management connectivity to ESXi hosts and HyperFlex Storage
Controller virtual machines (SCVM) in the HyperFlex cluster.

Storage data network for storage connectivity to ESXi hosts and HyperFlex Storage Controller virtual
machines in the HyperFlex cluster. Every HyperFlex cluster should use a dedicated storage data network.

VMware vMotion network for virtual machine migration between ESXi hosts that connect to this network.

Access to infrastructure, management, and other services. In this design, these services are deployed
either in the Management HyperFlex cluster or outside the ACI fabric reachable through the shared L30ut
in each Pod.

In this design, all HyperFlex clusters share the same in-band management and vMotion networks but a dedicated
storage data network is used for each HyperFlex cluster. Storage data for any HyperFlex should always be on a
dedicated network.

The ACI constructs for in-band and vMotion networks were deployed in the previous section but there is additional
configuration required which will be completed in this section. For the storage data network, only the Tenant and
VRF configuration were done so all remaining configuration will be completed in this section. The configuration will
enable traffic forwarding through the ACI fabric for HyperFlex endpoints connected to this network. These
networks are critical for deploying and managing the HyperFlex cluster.

This section enables foundational infrastructure connectivity for the HyperFlex Applications (stretch) cluster
stretched across UCS domains in Pod-1 and Pod-2.
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Create Static Binding for In-Band Management to HyperFlex Stretched Cluster
Follow the procedures outlined in this section to statically bind the in-band management EPG to the corresponding
in-band management VLAN on the vPC interfaces going to the UCS Domains in the HyperFlex stretched cluster.

Setup Information
e T[enant: HXV-Foundation

e Application Profile: HXV-IB-MGMT AP
e [EPG: HXV-IB-MGMT EPG
e Static Paths: HXV-UCS_6300FI-A IPG, HXV-UCS 6300FI-B_IPG

e VLAN: 118

Deployment Steps
1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-IB-
MGMT AP > Application EPGs > HXV-IB-MGMT EPG. Right-click and select Deploy Static EPG on PC, VPC or
Interface.

4. In the Deploy Static EPG on PC, VPC or Interface pop-up window, for Path Type, select Virtual Port Channel.
For the Path, select the vPC to the first UCS Fabric Interconnect from the drop-down list. For the Port Encap,
specify the VLAN ID for the In-Band Management EPG. For the Deployment Immediacy, select Immediate.

dico APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: [ElntReIdeXtele | common | infra | HXV-Foundation | mgmt | HXV-App-A

HXV-Foundation
@ @ @ @ EPG - HXV-IB-MGMT_EPG
C> Quick Start .
, Deploy Static EPG on PC, VPC, or Interface (2 ]x]
% HXV-Foundation
= Application Profiles Path Type: CPort | Direct Port Channel Virtual Port Channel
" @ HXV-IB-MGMT_AP Path: | HXV-UCS-6300FI-A |+~
- [ Application EPGs Port Encap (or Secondary VLAN for Micro-Seg): VLAN |~
B\ HXV-IB-MGMT_EPG Integer Value
B uSeg EPGs Deployment Immediacy: (@ulyCelElE
@ HXV-INFRA-MGMT_AP Primary VLAN for Micro-Seg: |VLAN -
Integer Value
@ HXV=Storage_AP Mode: W(SOZJP) | Access (Untagged) )
@ HXv-wMotion_AP
IGMP Snoop Static Group: AL
= Networking
Group Address Source Address

[ Contracts

= Policies

B Services

5. Click Submit.
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Repeat steps 1-5 to bind the EPG to the VLAN on the second vPC going to the second UCS Fabric
Interconnect in the same UCS domain.

Repeat steps 1-5 for the second UCS domain in the HyperFlex stretched cluster. The resulting bindings for
this network are as shown below.

I;ZIIIS.tllloll AP'C admin o @

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

S | Add Tenant ITenanISearcn: common | HXV-Foundation | ASV-Foundation | infra | mgmt

© Static Ports

~ Path Primary VLAN for Micro-Seg Port Encap (or Secondary Deployment Immediacy Mode
VLAN for Micro-Seg)

= Node: Pod-1

Pod-1/Node-103-104/HXV-UCS-8300FI-A_IPG unknown vian-118 Immediate Trunk
Pod-1/Node-103-104/HXV-UCS-6300FI-B_IPG unknown vian-118 Immediate Trunk
: Pod-1/Node-103-104/HXV-UCS-6454FI-A_IPG unknawn vian-118 Immediate Trunk
.= Pod-1/Node-103-104/HXV-UCS-6454FI-B-IPG unknown vlan-118 Immediate Trunk
B sta Pod-1/Node-109-110/HXV-UCS-6200FI-A_IPG unknown vian-118 Immediate Trunk
— 2 Pod-1/Node-109-110/HXV-UCS-6200FI-B_IPG unknown vian-118 Immediate Trunk
— = Node: Pod-2
=] Pod-2/Node-203-204/HXV-UCS-6300FI-A_IPG unknown vian-118 Immediate Trunk
. : Pod-2/Node-203-204/HXV-UCS-6300FI-B_IPG unknawn vian-118 Immediate Trunk

Create Static Binding for vMotion to HyperFlex Stretched Cluster

Follow the procedures outlined in this section to statically bind the vMotion EPG to the corresponding vMotion
VLAN on the vPC interfaces going to the UCS Domains in the HyperFlex stretched cluster.

Setup Information

Tenant: HXV-Foundation

Application Profile: HXV-vMotion AP

EPG: HXV-vMotion EPG

Static Paths: HXV-UCS_6300FI-A IPG, HXV-UCS 6300FI-B_IPG

VLAN: 3018

Deployment Steps
1.
2.

Use a browser to navigate to the APIC GUI. Log in using the admin account.

From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXvV-
vMotion AP > Application EPGs > HXV-vMotion EPG. Right-click and select Deploy Static EPG on PC,
VPC or Interface.

In the Deploy Static EPG on PC, VPC or Interface pop-up window, for Path Type, select Virtual Port Channel.
For the Path, select the vPC to the first UCS Fabric Interconnect from the drop-down list. For the Port Encap,
specify the VLAN ID for the vMotion EPG. For the Deployment Immediacy, select Immediate.
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did APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | Add Tenant |

Al name nr desecr o

HXV-Foundation oL Deploy Static EPG on PC, VPC, or Interface (2] x)

Path Type: C Port | Direct Port Channel Virtual Port Channel
C» Quick Start

Path: HXV-UCS-6300FI-A, [

v ﬁ HXV-Foundation
Jolication Profiles Port Encap (or Secondary VLAN for Micro-Seg): VLAN 3018

Integer Value
/-1B-MGMT_AP Deployment Immediacy: Immediate On Demand
Primary VLAN for Micro-Seg: VLAN
Integer Value
Mode: Access (802.1P) ‘ Access (Untagged) )
IGMP Snoop Static Group: L
Group Address Source Address
= Networking
= Contrac
5. Click Submit.
6. Repeat steps1-5 to bind the EPG to the vPC going to the second UCS Fabric Interconnect in the same UCS
domain.

7. Repeat steps1-5 for the second UCS domain in the HyperFlex stretched cluster. The resulting bindings for
this network are as shown below.

didy APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALL TENANTS | AddTenant | Tenant Search'l common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXV-Foundation .
© Static Ports

Path Primary Port Encap (or Deployment Mode
VLAN for Secondary Immediacy
Micro-Seg VLAN for Micro-Seg)

(=) Node: Pod-1

Pod-1/Node-103-104/HXV-UCS-6300FI-A_IPG unknown vlan-3018 Immediate Trunk
Pod-1/Node-103-104/HXV-UCS-6300FI-B_IPG unknown vian-3018 Immediate Trunk
Pod-1/Node-103-104/HXV-UCS-6454FI-A_IPG unknown vlan-3018 Immediate Trunk
Pod-1/Node-103-104/HXV-UCS-6454FI-B-IPG unknown vian-3018 Immediate Trunk
= Domains
B £PG Mer Pod-1/Node-109-110/HXV-UCS-6200FI-A_IPG unknown vian-3018 Immediate Trunk
Pod-1/Node-109-110/HXV-UCS-6200FI-B_IPG unknown vian-3018 Immediate Trunk
= Node: Pod-2
Pod-2/Node-203-204/HXV-UCS-6300FI-A_IPG unknown vlan-3018 Immediate Trunk
Pod-2/Node-203-204/HXV-UCS-6300FI-B_IPG unknown vlan-3018 Immediate Trunk
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Configure ACI Fabric for Storage Data Traffic on HyperFlex Stretched Cluster

The configuration in this section will provide connectivity for storage data traffic through the ACI fabric. This
storage data network will be used by the nodes in the HyperFlex stretch cluster that are distributed across the ACI
Multi-Pod fabric. ESXi hosts also use this network to access storage data provided by the HyperFlex cluster.

Create Bridge Domain for Storage Data Traffic on HyperFlex Stretched Cluster

To create a Bridge Domain for storage data traffic, follow these steps:

Setup Information
e Tenant: HXV-Foundation

e VRF: HXV-Foundation VRF

e Bridge Domain: HXV-CL1-Storage BD

Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, expand and select Tenant HXV-Foundation > Networking > Bridge Domains.
Right-click and select Create Bridge Domain.

4. In the Create Bridge Domain wizard, specify a Name for the bridge domain. For VRF, select the previously
created VRF from the drop-down list. For Forwarding, select Custom from the drop-down list. For L2
Unknown Unicast, select Flood from the drop-down list. ARP Flooding should now show up as enabled.

il
Cisco

APIC

Tenants Fabric

System

Virtual Networking

L4-L7 Services

Admin

Operations Apps Integrations

ALL TENANTS | Add Ten:

HXV-Foundation

STEP 1 > Main
Name:
Alias:

Description:

Tags:

Type:

Advertise Host Routes:
VRF:

Tunnels

Forwarding:

L2 Unknown Unicast:

L3 Unknown Multicast Flooding:
Multi Destination Flooding:

ARP Flooding:
Clear Remote MAC Entries:
Endpoint Retention Policy:

IGMP Snoop Policy:

Create Bridge Domain

HXV-CL1-Storage_BD

optional

O
HXV-Foundation_VRF [

Custom
Flood
Flood
Flood in BD

Enabled
O

select a value

This policy only applies to local L2 L3 and
remote L3 entries

select a value

3. Advance

2. L3 Configurations
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5. Click Next.

6. Inthe L3 Configurations section, disable Unicast Routing (optional), for EP Move Detection Mode, select the
checkbox to enable GARP based detection. See Review/Enable ACI Fabric Settings section for more details.

afran
cisco AP|C
system AN Create Bridge Domain

ALL TENANTS | Add Tend

HXV-Foundation

Unicast Routing: [[] Enabled

Config BD MAC Address:
MAC Address: 00:22:BD:F8:19:FF

Virtual MAC Address: ' not-applicable

Subnets:

Gateway Address Scope

Limit IP Learning To Subnet:

EP Move Detection Mode: |¥] GARP based detection
DHCP Labels:

Name Scope

Associated L3 Outs:

L3 Out

STEP 2 > L3 Configurations st

Primary IP Address

Previous Cancel

admin ﬁ
(2 1%)
3

3. Advanced/Troubleshooting

+
Subnet Control
+
DHCP Option Policy
+

7. Click Next. Skip the Advanced/Troubleshooting section. Click Finish to complete.

Create Application Profile for Storage Data Traffic on HyperFlex Stretched Cluster

The application profile for HyperFlex storage data traffic is the same for all HyperFlex clusters in this design.
Therefore, the HyperFlex stretched Cluster will use the same profile (HXV-Storage AP) that was created for the

HyperFlex Management cluster in the previous section.

Create EPG for Storage Data Traffic on HyperFlex Stretched Cluster

To create an EPG for storage data traffic on HyperFlex stretched cluster, follow these steps:

Setup Information
e Tenant: HXV-Foundation
e Application Profile: HXV-Storage AP
e Bridge Domain: HXV-CL1-Storage BD
e EPG: HXV-CLl1-StorData EPG

Deployment Steps
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1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click on HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
Storage AP. Right-click and select Create Application EPG.

4. In the Create Application EPG pop-up window, specify a Name for the EPG. For Bridge Domain, select the
previously created Bridge Domain.

afrafn ;
clsco AP|C admir

System Tenants Fabric Create Apphcat|on EPG 09
ALL TENANTS | Add Tenant STEP 1 > Identity 1. Identity
LA R R BIE Name: |HXV-CL1-StorData_EPG
C» Quick Start Alias:
Bl Hxv-Found Description: | optional
Tags:
enter tags separated by comma

Contract Exception Tag:

QoS class: | Unspecified

Custom QoS:

Data-Plane Policer:

Intra EPG Isolation:
Preferred Group Member:
Flood in Encapsulation:
Bridge Domain:

Monitoring Policy:

FHS Trust Control Policy:

select a value

select a value

Unenforced

Exclude Include

Disabled Enabled

HXV-CL1-Storage_BD 2
select a value

select a value

Shutdown EPG: [_]

Associate to VM Domain Profiles: [_]

Statically Link with Leaves/Paths: |
EPG Contract Master: +

Application EPGs

5. Click Finish.

Associate EPG for Storage Data Traffic with Cisco UCS Domain

To associate the HyperFlex Storage EPG with UCS Domain, follow these steps:
Setup Information

e Tenant: HXV-Foundation

e Application Profile: HXV-Storage AP

e EPG: HXV-CLl1-StorData EPG
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e Domain: HXV-UCS Domain
Deployment Steps

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. [f you do not see this tenant in the top

navigation menu, select Tenants > ALL TENANTS and double-click HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXvV-
Storage AP > Application EPGs > HXV-CL1-StorData EPG. Right-click and select Add L2 External

Domain Association.

4. Inthe Add L2 External Domain Association pop-up window, select the previously created domain.

& APC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALL TENANTS | AddTenant | Tenant Search: ElRsIgs[sE1od | common | HXV-Foundation | ASV-Foundation

HXV-Foundation
@ EPG - HXV-CL1-StorData_EPG

Add L2 External Domain Association

L2 External Domain Profile: HXV-UCS_Domain . @

Integ

| infra

5. Click Submit.

Create Static Binding for Storage Data Traffic to UCS Domain for HyperFlex Stretched Cluster

Follow the procedures outlined in this section to statically bind the HyperFlex storage data EPG to the
corresponding storage data VLAN on the vPC interfaces going to the UCS Domains in the HyperFlex stretched

cluster.
Setup Information
e Tenant: HXV-Foundation
e Application Profile: HXV-Storage AP
e EPG: HXV-CLl1-StorData EPG
e Static Paths: HXV-UCS_6300FI-A IPG, HXV-UCS 6300FI-B_IPG
e VLAN: 3218

Deployment Steps
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1. Use a browser to navigate to the APIC GUI. Log in using the admin account.

2. From the top navigation menu, select Tenants > HXV-Foundation. If you do not see this tenant in the top
navigation menu, select Tenants > ALL TENANTS and double-click HXV-Foundation.

3. From the left navigation pane, select and expand Tenant HXV-Foundation > Application Profiles > HXV-
Storage AP > Application EPGs > HXV-CL1-StorData EPG. Right-click and select Deploy Static EPG on
PC, VPC or Interface.

4. In the Deploy Static EPG on PC, VPC or Interface pop-up window, for Path Type, select Virtual Port Channel.
For the Path, select the vPC to the first UCS Fabric Interconnect from the drop-down list. For the Port Encap,
specify the VLAN ID for the storage data EPG. For the Deployment Immediacy, select Immediate.

il APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: RENERINsCEeg | common | HXV-Foundation | ASV-Foundation | infra | mgmt
HXV-Foundation Deploy Static EPG on PC, VPC, or Interface 00

Path Type: ( Port ‘ Direct Port Channel

Path:  HXV-UCS-6300FI-A, (i
Port Encap (or Secondary VLAN for Micro-Seg): VLAN 3218

Integer Value
Deployment Immediacy: Immediate On Demand

Primary VLAN for Micro-Seg: VLAN

Integer Value
Mode: Access (802.1P) ‘ Access (Untagged) )
IGMP Snoop Static Group: e
Group Address Source Address
MLD Snoop Static Group: +
Group Address Source Address
NLB Static Group: +
Mac Address
5. Click Submit.
6. Repeat steps 1-5 to bind the EPG to the vPC going to the 2™ UCS Fabric Interconnect in the same UCS
domain.

7. Repeat steps 1-5 for the second UCS domain in the HyperFlex stretched cluster. The resulting bindings for
this network are as shown below.
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dly APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

ALL TENANTS | AddTenant | Tenant Search: EREReIfs (o | common | HXV-Foundation | ASV-Foundation | infra | mgmt

HXV-Foundation ® ‘
i Static Ports
> (C» Quick Start
\ ﬁ HXV-Foundation
o i Path Primary Port Encap (or Deployment Mode
v [ Application Profiles VLAN for Secondary Immediacy
. @ HXV-1B-MGMT_AP Micro-Seg VLAN for Micro-Seg)

= Node: Pod-1

Pod-1/Node-103-104/HXV-UCS-6300FI-A_IPG unknown vlan-3218 Immediate Trunk
Pod-1/Node-103-104/HXV-UCS-6300FI-B_IPG unknown vlan-3218 Immediate Trunk
= Node: Pod-2

Pod-2/Node-203-204/HXV-UCS-6300FI-A_IPG unknown vlan-3218 Immediate Trunk
Pod-2/Node-203-204/HXV-UCS-6300FI-B_IPG unknown vlan-3218 Immediate Trunk

Install HyperFlex Stretched Cluster (Applications) using HyperFlex Installer VM

In this section, the installation of a (4+4) node HyperFlex stretched cluster is explained. This cluster is deployed
using an on-premise installer. A HyperFlex standard cluster for Management, covered in an earlier section, was
installed using Cisco Intersight.

‘ﬂ Screenshots in this section are from a previous release of this CVD. For this CVD, the testbed envi-
ronment for the older CVD was upgraded and re-deployed. Therefore, any screenshots showing the
initial install and setup of the fabric or the cluster are based on the previous CVD release.

‘ﬂ Cisco Intersight currently does not support the installation of HyperFlex stretched clusters.

The HyperFlex stretched cluster in this design is intended for application virtual machines and will be referred to as
the Applications Cluster. The Management cluster on the other hand is intended for virtual machines that provide
management and other infrastructure services to Application clusters and other HyperFlex clusters attached to the
same ACI Multi-Pod fabric.

Similar to Cisco Intersight installation, the HyperFlex installer virtual machine will configure Cisco UCS policies,
templates, service profiles, and settings, as well as assigning IP addresses to the HX servers that come from the
factory with ESXi hypervisor software preinstalled. The installer will deploy the HyperFlex controller virtual
machines and software on the nodes, add the nodes to VMware vCenter managing the HX Cluster, and finally
create the HyperFlex cluster and distributed filesystem. The setup is done through a deployment wizard by
providing the necessary information.

The deployment of a HyperFlex stretched cluster explained in this section consists of the following high-level
steps.

e Configure Site 1 (Wizard)
e Configure Site 2 (Wizard)

e Deploy Witness Virtual Machine in a third Site (OVA)
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Create Cluster (Wizard)

Verify Setup

Prerequisites

The prerequisites necessary for installing a HyperFlex stretched cluster from Cisco Intersight is as follows:

1.

Reachability from HyperFlex Installer to the out-of-band management interfaces on Fabric Interconnects that
the HyperFlex system being deployed connects to. This provides the installer access to Cisco UCS Manager.

Reachability from HyperFlex Installer to the out-of-band management (CIMC) interfaces on the servers,
reachable via the Fabric Interconnects’ management interfaces. This network (ext-mgmt) should be in the
same subnet as the Fabric Interconnect management interfaces.

ACI Multi-Pod Fabric setup to enable connectivity between HyperFlex Installer and infrastructure services
necessary for deploying a HyperFlex stretched cluster. This includes access to NTP, AD/DNS, VMware
vCenter and Witness Virtual machines. In this design, these services are either in the Management HyperFlex
cluster connected to the same ACI Multi-Pod fabric or in an existing non-ACI network that is accessible
through the Shared L30ut setup between ACI Multi-Pod fabric and the existing network

Reachability from HyperFlex Installer to the ESXi in-band management interface of the hosts in the HyperFlex
cluster being installed.

Reachability from HyperFlex Installer to the VMware vCenter Server that will manage the HyperFlex cluster(s)
being deployed.

ﬂ The VMware vCenter Virtual Machine must be hosted on a separate virtualization environment and

should not be on the HyperFlex cluster being deployed.

10.

11.

Reachability from HyperFlex Installer to the DNS server(s) for use by the HyperFlex cluster being installed.
Reachability from HyperFlex Installer to the NTP server(s) for use by the HyperFlex cluster being installed.

ACI Multi-Pod Fabric setup to enable connectivity to HyperFlex cluster networks - ESXi and Storage Controller
management, ESXi and Storage Data networks, vMotion and Application VM networks.

Reachability from VMware vCenter to ESXi and Storage Controller Management networks.

Enable the necessary ports to install HyperFlex. For more information, see Networking Ports section in
Appendix A of the HyperFlex Hardening Guide:
https://www.cisco.com/c/dam/en/us/support/docs/hyperconverged-infrastructure/hyperflex-hx-data-
platform/HX-Hardening Guide v3 5 v12.pdf

Review the Pre-installation Checklist for Cisco HX Data Platform:
https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/Hyp
erFlex Preinstall Checklist/b HX Data Platform Preinstall Checklist.html

Setup Information

The setup information used in this design to install a HyperFlex stretched cluster is provided below.

The following are the services in the Management HyperFlex Cluster:

Installer VM IP Address: 10.10.167.248

The following are the services in the Existing non-ACI Network:
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e VMware vCenter VM IP Address: 10.99.167.240
e \Witness VM IP Address: 10.99.167.248
Site 1 Information
Table 67 Site 1 - Credentials

HyperFlex Stretched Cluster Install - Credentials

Cisco UCS Manager > FQDN or IP 192.168.167.204
Cisco UCS Manager > Username/Password admin /*&*kkkkkk
Site Name Site 1

Table 68 Site 1 - UCSM Configuration

Network Type VLAN Name
VLAN for Hypervisor and HyperFlex e 118
Management
VLAN for VM vMotion hxv-vmotion 3018
VLAN for HyperFlex storage traffic hxv-cll-storage-data 3218
VLAN for VM Network hxv-vm-network 2118

HyperFlex Stretched Cluster Install - Cisco UCSM Configuration
MAC Pools

MAC Pool Prefix 00:25:B5:A8
‘hx-ext-mgmt’ IP Pool for Cisco IMC

IP Blocks 192.168.167.111-.114
Subnet Mask 238259 0258 .0
Gateway 192.168.167.254
Cisco IMC access management
Out of band v
Advanced
UCS Firmware 4.0(1lc)
HyperFlex Cluster Name HXV-Clusterl
Org Name HXV-0rgl
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Table 69 Site 1 - Hypervisor Configuration

HyperFlex Stretched Cluster Install - Cisco UCSM Configuration

Configure common Hypervisor Settings
Subnet Mask 255.28%,25%.0
Gateway 10.1.167.254
DNS Server(s) 10.99.167.244,10.99.167.245
Hypervisor Settings
Make IP Addresses and Hostnames Sequential v
IP Addresses 10.1.167.111-.114
Hostnames hxv-cll-esxi-[1-4]
Hypervisor Credentials
Admin User name root
Hypervisor Password LI LRI BRI LI

Site 2 Information
Table 70 Site 2 - Credentials

HyperFlex Stretched Cluster Install - Credentials

Cisco UCS Manager > FQDN or IP 192.168.167.207
Cisco UCS Manager > Username/Password EGhILE 7 L5 e h ey P eh et
Site Name Site 2
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Table 71  Site 2 - UCSM Configuration

Network Type

VLAN for Hypervisor and HyperFlex
Management

VLAN for VM vMotion
VLAN for HyperFlex storage traffic

VLAN for VM Network

VLAN Name VLAN ID
hxv-inband-mgmt 118
hxv-vmotion 3018
hxv-cll-storage-data 3218
hxv-vm-network 2118

HyperFlex Stretched Cluster Install - Cisco UCSM Configuration

MAC Pools

‘hx-ext-mgmt’ IP Pool for Cisco IMC

Advanced

MAC Pool Prefix

UCS Firmware
HyperFlex Cluster Name

Org Name

00:25:B5:A9

IP Blocks 192.168.167.115-.118
Subnet Mask 23D 028D 029900
Gateway 192.168.167.254
Cisco IMC access management
Out of band v

4.0(1c)
HXV-Clusterl
HXV-0rgl

Table 72  Site 2 - Hypervisor Configuration

HyperFlex Stretched Cluster Install - Cisco UCSM Configuration

Configure common Hypervisor Settings
Subnet Mask
Gateway
DNS Server(s)
Hypervisor Settings
Make IP Addresses and Hostnames Sequential
IP Addresses
Hostnames
Hypervisor Credentials
Admin User name

Hypervisor Password

258285 25%5: 0
10.1.167.254
10.99.167.244,10.98.167.245

v
10.1.167.115-.118

hxv-cll-esxi-[5-8]

root

*hkkkkk K kk
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Cluster Information

Table 73  Cluster - Credentials

UCS Manager

FQDN or IP 192.168.167.204 192.168.167.207
Username/Password admin/**x*xxxxx admmin/ ** ks ks xx
Site Name Site 1 Site 2
Org Name HXV-0rgl HXV-0rg1l ORG name can same in

different UCS domain/Fls

VMware vCenter

FQDN or IP hxv0-vcsa.hxv.com (10.10.167.240)
(T P orY administrator@hxwv.com/***k*kkk*
Username/Password E@EGY WL Factory Default: Ciscol23

Table 74 Cluster - IP Addresses

Storage Controller VM

Hypervisor (SCVM)
Site 1 — Management IP 10.1.167.111-.1114 10.1.167.161-.164
Site 2 - Management IP 10.1.167.115-.118 10.1.167.165-.168
Site 1 - DataIP 172.1.167.111-.114 172.1.167.161-.164
Site 2 — Data IP 172.1.167.115-.118 172.1.167.165-.168
T N
Cluster IP Address 10.1.167.110 172.1.167.110
Subnet Mask 255255255 0 205 6 253« 235 o )
Gateway 10.1.167.254 =
Witness IP Address 10.99.167.249 Locl?:eb::iuntjc;?dt;f:u
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Table 75 Cluster Configuration

Cisco HX Cluster

HyperFlex Cluster Name HXV-Clusterl

Replication Factor (RF) 2+2

Controller VM

Admin Password B7 67 SILT W W SIS B

vCenter Configuration

vCenter Datacenter HXV-APP
vCenter Cluster HXV-Clusterl
System Services
[ DNSSEW:’S" | 10.99.167.244,
On-Premise Cisco Umbrella Virtua
Appliances) 10.99.167.245
NTP 192.168.167.254
DNS Domain Name hxv.com
Timezone America/New York
Advanced Networking VLAN ID Management vSwitch
Management VLAN Tag — Site 1 118
vswitch-hxv-inband-mgmt
Management VLAN Tag — Site 2 118
Data VLAN Tag — Site 1 3218
vswitch-hxv-cll-storage-data
Data VLAN Tag — Site 2 3218

Advanced Configuration

v" Enable Jumbo Frames on Data

Enabled - Yes
Jumbo Frames Network
Disk Partitions 0 Clean Up Disk Partitions Enabled - No
Virtual Desktop (VDI) U Optimize for VDI Deployment Enabled - No

Deployment Steps

To deploy a HyperFlex stretched cluster across two sites interconnected by an ACI Multi-Pod fabric, complete
the steps outlined in this section. The HyperFlex servers are connected to a separate pair of Cisco UCS Fabric
Interconnects in each site.
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Verify Server Status in Site 1 and Site 2 Before HyperFlex Installation

Before starting the HyperFlex installation process that will create the service profiles and associate them with the
servers, you must verify that the servers in both Cisco UCS domains have finished their discovery process and are
in the correct state.

To verify the server status in Site 1 and Site 2, follow these steps:

1.

Use a browser to navigate to the Cisco UCS Manager in the first HyperFlex stretched cluster site (Site 1). Log
in using the admin account.

From the left navigation pane, click the Equipment icon.

Navigate to All > Equipment. In the In the right windowpane, click the Servers tab.

i e mm

i@l

cisco

m S m=  Gh

@

* UCS Manager ot 6 Q60 OC
\ All v Equipment | Rack-Mounts / Servers
* Equipment Servers
Chassis Yo Advanced Fiter 4 Export /& Prnt L
~ Rack-Mounts Name v  Overzll Status PiD Model Cores Core.. Memory Adapt. NICs HBAs Operability Power St.. Assoc State
Enclosures Server1 ¥ Unassociated  HX220C-M5SX  Cisco HX.. 24 24 393216 1 0 0 * operavle ¥ OF ¥ None
FEX Server2 ¥ ngssocisted  HX220G-M5SX  CiscoHX,, 24 24 393216 1 0 0 1t Operable ¥ OFf  None
Serverd ¥ Unassoclated  HX220C-MSSX  Cisco HX.. 24 24 393216 1 0 0 t operable ¥ ofF 4+ None
» Fabric Interconnects Server 4 ¥ Unassociated  HX220C-MSSX  Cisco HX.. 24 24 393276 1 0 0 * Operavle ¥ OF ¥ None

For the Overall Status, the servers should be in an Unassociated state. The servers should also be in an
Operable state, powered Off and have no alerts with no faults or errors.

Repeat steps 1-4 for the Hyperflex nodes and Cisco UCS Manager in the second HyperFlex stretched cluster
site (Site 2).

UCS Manager : 6 00 O©
I All - Equipment / Rack-Mounts [ Servers
+ Equipment penieny 4
Chassis Yo Advanced Fiter 4 Export & Print Eod
v Rack-Mounts Name  ~ : Overall Status PID Model Cores Cores.. Threads Mem.. HBAs Opersbility Power St..  Assoc ...
Enclosures Senverl | ¥ Unassociated  HX220C-MSSX  Cisco HX22.. 24 24 48 3932.. 0 * Operable ¥ off ¥ None
FEX Senver2 ¥ Unassociated  HX220C-MSSX  CiscoHX22.. 24 24 48 3932.. 0 * operable ¥ of + None
Server3 | ¥ Unassociated  HX220C-MSSX  Cisco HX22.. 24 24 48 3932. 0 * operable ¥ off ¥ None
» Fabric Interconnects Serverd ¥ Unassociated  HX220C-MSSX  CiscoHX22.. 24 24 48 3932.. 0 1t Operable ¥ Off 4 None

6. The servers in both sites are now ready for installing the HyperFlex Data Platform Software.

Access the HyperFlex Installer

To access the HyperFlex installer virtual machine, follow these steps:

1.

Use a web browser to navigate to the IP address of the installer virtual machine. Click accept or continue to
bypass any SSL certificate errors.

At the login screen, enter the username and password. The default username is: root. Password is either the
default password (Cisco123) or whatever it was changed to after the OVA was deployed. Check the box for
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accepting terms and conditions. Verify the version of the installer - see lower right-hand corner of the login
page.

- annwngne
Cisco

Cisco HX Data Platform Installer

@ |accept the terms and conditions

Login

3. Click Login.

4. You should now be forwarded to the HyperFlex Installer Workflow page where you can install a new Standard
Cluster, Stretch Cluster, Edge Cluster or expand an existing cluster. In this CVD, the installer virtual machine is
used to deploy a HyperFlex stretched cluster.

Configure Site 1 from Deployment Wizard
To configure the first site (Site 1) in the stretched cluster, follow these steps:
1. From the HyperFlex Installer/Configuration Workflow page, for the Select a Workflow, click Create Cluster and
from the drop-down list, select Stretch Cluster.

I,';QI(;' HyperFlex Installer

il
<

Workflow

Select a Workflow

. @.
! y % p ~»
® ® ¢ 8®

Create Cluster - Expand Cluster i

Standard Cluster

Edge Cluster

Stretch Cluster

ﬂ | know what I'm doing, let me customize my workfiow
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2. Inthe Credentials screen, select the radio button for Configure Site. For Site 1, specify the Cisco UCS
Manager Hostname or IP address, the log in credentials and the Site Name (Site 1). The site name will be
the name of the physical site in the Cisco HyperFlex Connect used to manage the cluster.

‘ﬂ If you have a JSON configuration file saved from a previous attempt to configure site 1, you may
click Select a File from the box on the right side of the window to select the JSON configuration file
and click Use Configuration to populate the fields for configuring this site. The installer does not
save passwords.

cisco HyperFlex Installer

Credentials Server Sele CSM Configuratior Hypervisor Configuratior

Configuration -
To setup stretch cluster you have to
* Run the "Configure Site* workflow once for each site.
@ * Download and deploy the Witness VM, per the user documentation. Provide the IP address of the Witness VM when you create
the stretch cluster.
® Run the "Create Stretch Cluster” workflow, after both sites have been configured.

®  Configure Site Create Stretch Cluster
Drag and drop

onfiguration files here or

UCS Manager Credentials for this site
Select a File

UCS Manager Host Name UCS Manager User Name Password

192.168.167.204 admin e ©

Site Name

3. Click Continue.

4. In the Server Selection screen, select the unassociated servers that should be part of Site 1 in the stretched
Cluster.

‘ﬂ The Fabric Interconnect ports that connect to HyperFlex servers were enabled in the Solution De-
ployment - Setup Cisco UCS Domains section. You can also choose to enable it here by clicking on
Configure Server Ports at the top. However, the servers will go through a discovery process that
takes a significant amount of time and you will not have control of the server number order.
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cisco HyperFlex Installer

Credentials

Server Selection

©  Select Nodes for this site.

Unassociated (4) Aszodated (0)
[ o3 Server Mame ~
vl Server 1
[ Server 2
[ Server 3
vl Server 4

Server Selection

Status

unassociated

unassociated

unassociated

unassociated

Model

HX220C-M55X

HX220C-M55X

HX220C-M55X

HX220C-M55X

UCSM Configuration

Configure Server Ports Refresh
Serial Actions
WEZP22060AU8 nong
WZP220607LD nane
WZP22060ATL none
WEZP22060ATU nong

Hypervisar Configuration

Configuration «
Credentials

UCS Manager Host Name 192 168.167 204
UCS Manager User Name admin
Site Name Site 1

o

5.
6.

Click Continue.

In the UCSM Configuration screen, specify the UCSM related configuration for Site 1 as shown below.
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i HyperFlex Installer,
Credentials Server Selection UCSM Configuration Hypervisor Configuration
VLAN Configuration Configuration it
VLAN for Hypervisor and HyperFlex management VLAN for HyperFlex storage traffic Credentials
VLAN Name VLAN ID VLAN Mame VLAN ID
UCS Manager Host Name 192.168.167.204
hoov-inband-mgrmt 118 = hxv-cl1-storage-data 3218 —
UCS Manager User Name admin
Site Name Site 1
VLAN for VM vMotion VLAN for VM Network Server Selection
VLAN Name VLAN ID VLAN Name VLAN ID(s)
Server 2 WZP220607LD / HX220C-M355X
hxv-vmotion 2018 - hoov-vm-network 2118
Server 4 WZP22060ATU / HX220C-M55X
Server 1 WZP22060AUE / HX220C-M55X
Server 3 WZP22060ATL / HX220C-M55X
MAC Pool

MAC Pool Prefix

‘hx-ext-mgmt' IP Pool for Cisco IMC

IP Blocks Subnet Mask Gateway

192.168.167.111-114 255.255.255.0 192.168.167.254

Cisco IMC access management (Out of band or Inband)

® Outofband O Inband
> i5CSI Storage

> FC Storage

Advanced

UCS Server Firmware Version HyperFlex Cluster Name Org Name

7. Enter the VLAN Names and VLAN IDs that are to be created in Cisco UCS. Multiple VLAN IDs can be specified
for the (guest) virtual machine networks.

# In this design, the VMware virtual switch that will be created by the Installer for the (guest) virtual
machine networks will be migrated to a Cisco ACI controlled Cisco AVE and the VLANs will be dy-
namically allocated. For this reason, it is not necessary to configure more than one VLAN for the vir-
tual machine network. However, at least one VLAN is required in order to do other configuration for
the virtual machine networks such as creating uplink vNICs in Cisco UCS Manager and creating ap-
propriate QoS policies for virtual machine traffic.
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8. For the MAC Pool prefix, specify the 4th byte (for example: 00:25:B5:A8). This prefix must be unique.

For the ‘hx-ext-mgmt’ IP Pool for Cisco IMC, specify a unigue IP address range, subnet mask and gateway to
be used by the CIMC interfaces of the servers in this HX cluster.

10. For the UCS Firmware Version, select the version of firmware to be loaded on servers in Site 1. The drop-
down list shows the versions currently available on Cisco UCS Manager in Site 1.

11. For the HyperFlex Cluster, for HyperFlex Cluster Name, specify a name. For the Org Name, specify a unique
name. The cluster names in both sites should be the same since both sites are part of a single cluster. The
organization name can be the same in both sites of the stretched cluster but only because they're in different
UCS domains.

‘ﬁ' When deploying additional clusters in the same UCS domain, change the VLAN names (even if the
VLAN IDs are same), MAC Pool prefix, Cluster Name and Org Name so as to not overwrite the origi-
nal cluster.

12. Click Continue.

13. In the Hypervisor Configuration screen, specify the ESXi Management IP Addresses and Gateway information
for the ESXi hosts in Site 1 as shown below. The default Hypervisor credentials for factory-installed nodes are:
root with a password of Ciscol23. The IP addresses will be assigned to the ESXi hosts via Serial over Lan
(SoL) from Cisco UCS Manager.
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Credentials Server Selection

Configure common Hypervisor Settings

Subnet Mask Gateway

255.255.255.0| 10.1.167.254

Hypervisor Settings

Make IP Addresses and Hostnames Sequential

it - Name - Serial Static IP Address
Server 1 WZP22060AU8 10.1.167.111
Server 2 WZP220607LD 10.1.167.112
Server 3 WZP22060ATL 10.1.167.113
Server 4 WZP22060ATU 10.1.167.114

Hypervisor Credentials

Admin User name Hypervisor Password

root

UCSM Configuration

DNS Server(s)

10.99.167.244,10.99.167.245

Hostname

hxv-cl1-esxi-1

hxv-cl1-esxi-2

hxv-cll-esxi-3

hxv-dl1-esxi4

Hypervisor Configuration

Configuration

Credentials

UCS Manager Host Name 192.168.167.204

UCS Manager User Neme admin
Site Name Site 1
Admin User name root
Server Selection

Server 2 WZP220607LD 7 HX220C-M55X
Server 4 WZP22060ATU / HX220C-M5SX
Server 1 WZP22060AUB / HX220C-M55X
Server 3 WZP22060ATL / HX220C-M5SX
UCSM Configuration

VLAN Name hxv-inband-mgmt
VLAN ID 118
VLAN Name hxv-cl1-storage-data
VLAN ID 3218
VLAN Name hxv-vmotion
VLAN ID 3018
VLAN Name hocv-vm-network
VLAN 1D(s) 2118
MAC Pool Prefix 00:25:85:A8
IP Blocks 192.168.167.111-114
Subnet Mask 255.255.2550
Gateway 192.168.167.254
VLAN Name hx-inband-cime
UCS Server Firmware Version 40010
HyperFlex Cluster Name HXV-Cluster1
Org Name HXV-Orgl
iSCS! Storage faise

VLAN A Name hx-ext-storage-iscsi-a

‘ < Back Co

ure Site

>

14. Click Configure Site to start configuring Site 1. The wizard will step through the configuration stages and

provide the status for specific configuration completed as shown below:
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dfhiln HyperFlex Installer
Progress
O O Configuration
Start Config Validations LjICSIVI . Hy?er\:isc.:r Credentials z
Installer Configuration Configuration
UCS Manager Host Name 192.168.167.204
UCS Manager User Name admin
¢ Config Installer in Progress e Name Sl
Admin User name root

Config Installer - Overall

Config Installer

Server Selection

server 2 WEZP220607LD / HX220C-M55X
Server 4 WZP22060ATU / HX220C-M55X
Server 1 WZP22060AUS [ HX220C-M55X
Server 3 WZP22060ATL / HX220C-M55X

If the configuration is successful, you will see a screen similar to the one shown below:

Allalis HyperFlex Installer
Progress

Configuration -

O @ @ @ @ 3

Start Config Validations UCSM Hypervisor = [~]
Credentials .

Installer Configuration Configuration
UCS Manager Host Name 192.168.167 204
UCS Manager User Name admin
+/ Hypervisor Configuration Successful e liame ]

Admin User name root

Hypervisor Configuration - Overall

Succeeded

Hypervisor Configuration

Login to UCS API
Configuring static ip on the specified ESXi servers

Configuring static ip on a ESXi server

Login to ESXi through Sol with user specified username and password

Logout from UCS AP

CONFIGURATION COMPLETED SUCCESSFULLY

Server Selection

Server 2 WZP220607LD / HX220C-M55X
Server 4 WZP22060ATU / HX220C-M55X
Server 1 WZP22060AUS / HX220C-M55X
Server 3 WZP22060ATL / HX220C-M55X

UCSM Configuration

VLAN Name huov-inband-mgmt
VLAN ID 118
VLAN Name huv-cl1-storage-data
VLAN ID 3218

15. Export the Site 1 configuration by clicking the down arrow icon in the top right of the screen. Click OK to save
the configuration to a JSON file. This file can be used to rebuild the same cluster in the future, and as a record

of the configuration options and settings used during the installation.
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iy HyperFlex Installer

16. Proceed to the next section to Configure Site 2.
Configure Site 2 from Deployment Wizard
To configure the second site (Site 2) in the stretched cluster, follow these steps:

1. From the HyperFlex Installer/Configuration wizard, go to the wheel icon in the top right of the window and
select Configure Site from the drop-down list.

o HyperFlex Installer

Progress
Configure Site
Create Stretch Cluster
Configuration
¢ L4 ' L4
O © @ © @ Log Ou(ra00)
Start Config Validations ucsm Hypervisor .
: . ! Credentials
Installer Configuration Configuraton
UCS Manager Host Name 192.168.167.204
UCS Manager User Name admin
+/ Hypervisor Configuration Successful e Neme Kl
Admin User name root
Server Selection
Hypervisor Configuration B Server 2 WZP220607LD / HX220C-M55X

. 5 Server 4 WZP22060ATU / HXZ20C-M55X
Hypervisor Configuration - Overall v Login to UCS API
Succeeded Server 1 WZP22060AUS f HX220C-M55X

4 Configuring static ip on the specified ESXi servers

Server 3 WZP22060ATL f HX220C-M55X
' Configuring static ip on a ESXi server

UCSM Configuration
4 Login to ESXi through Sol with user specified username and password

VLAN Name hoov-inband-mgmt
v Logout from UCS API

VLAN ID 118
4 CONFAIGURATION COMPLETED SUCCESSFULLY

A AN Name hoe=cll-storase-data

2. In the Credentials screen, select the radio button for Configure Site. For Site 2, specify the Cisco UCS
Manager Hostname or IP address, the log in credentials and the Site Name (site 2). The site name will be
the name of the physical site in the Cisco HyperFlex Connect used to manage the cluster.

ﬁ If you have a JSON configuration file saved from a previous attempt to configure Site 2, you may
click Select a File from the box on the right side of the window to select the JSON configuration file
and click Use Configuration to populate the fields for configuring this site. Installer does not save
passwords.
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caliliy HyperFlex Installer

Credentials

To setup stretch cluster you have to

the stretch cluster.

UCS Manager Credentials for this site

Server Selection

@ * Run the "Configure Site" workflow once for each site.

®  Configure Site O Create Stretch Cluster

UCS Manager Host Name UCS Manager User Name
192.168.167.207 admin

Site Name
Site 2

® Run the "Create Stretch Cluster" workflow, after both sites have been configured.

Password

UCSM Configuration

* Download and deploy the Witness VM, per the user documentation. Provide the IP address of the Witness VM when you create

Hypervisor Configuration

Configuration «

Drag and drop
configuration files here or

Select a File

Continue

3. Click Continue.

4. Inthe Server Selection screen, select the servers that should be part of Site 2 in the stretched cluster.

ﬂ The Fabric Interconnect ports that connect to HyperFlex servers were enabled in the Solution De-
ployment - Setup Cisco UCS Domains section. You can also choose to enable it here by clicking
Configure Server Ports at the top. However, the servers will go through a discovery process that
takes a significant amount of time and you will not have control of the server number order.

Ll HyperFlex Installer

Credentials

Server Selection

Server Selection

© Select Nodes for this site.

Unassociated (4)

] 2 Server Name ~ Status

] Server 1 unassociated
] Server 2 unassociated
] Server 3 unassociated
] Server 4 unassociated

Maodel

HX220C-M55X

HX220C-M55X

HX220C-M55X

HX220C-M55X

UCSM Configuration

Configure Server Ports Refresh

Serial

WZP222504K1

WEZP222504KA

WZP222504N4

WEZP222504])

Actions

nene

none

none

none

Hypervisor Configuration

Configuration «
Credentials

UCS Manager Host Name 192.168.167.207
UCS Manager User Name admin
Site Name Site 2

5. Click Continue.

6. Inthe UCSM Configuration screen, specify the UCSM related configuration for Site 2 as shown below:
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Ll HyperFlex Installer
Credentials Server Selection UCSM Configuration Hypervisor Configuration
VLAN Configuration Configuration -
VLAN for Hypervisor and HyperFlex management VLAN for HyperFlex storage traffic Credentials
VLAN Name VLAN ID VLAN Name VLAN ID
UCS Manager Host Name 192.168.167.207
heov-inband-mami 118 — hxv-cll-storage-data 3218 =
UCS Manager User Name admin
Site Name Site 2
VLAN fer VM vMotion VLAN for VM Network Server Selection
VLAN Name VLAN ID VLAN Name VLAN ID(s)
Server 2 WZP222504KA / HX220C-M55X
hpov-vmotion 2018 m— haov-vm-network 2118
Server 3 WZP222504N4 / HX220C-M55X
Server 1 WEZP222504K1 / HX220C-M55X
Server 4 WZP222504]) / HX220C-M55X
MAC Pool

MAC Pool Prefix

"hx-ext-mgmt' IP Pool for Cisco IMC

IP Blocks Subnet Mask Gateway

192.168.167.115-118 255.255.255.0 192.168.167.254

Cisco IMC access management (Out of band or Inband)
® OQutofband O Inband

»iSCSI Storage

» FC Storage

Advanced

UCS Server Firmware Version HyperFlex Cluster Name Org Name

4.0(1c) @ HXV-Cluster1 HXV-Orgl

7. Enter the VLAN Names and VLAN IDs that are to be created in Cisco UCS. Multiple VLAN IDs can be specified
for the (guest) virtual machine networks.

ﬁ In this design, the VMware virtual switch that will be created by the Installer for the (guest) virtual
machine networks will be migrated to a Cisco ACI controlled Cisco AVE and the VLANs will be dy-
namically allocated. For this reason, it is not necessary to configure more than one VLAN for the vir-
tual machine network. However, at least one VLAN is required in order to do other configuration for
the virtual machine networks such as creating uplink vNICs in Cisco UCS Manager and creating ap-
propriate QoS policies for VM traffic.
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8. For the MAC Pool prefix, specify the 4th byte, for example: 00:25:B5:A9. This prefix must be unigue.

For the ‘hx-ext-mgmt’ IP Pool for Cisco IMC, specify a unigue IP address range, subnet mask and gateway to
be used by the CIMC interfaces of the servers in this site.

10. For the UCS Firmware Version, select the version of firmware to be loaded on servers in Site 2. The drop-
down list shows the versions currently available on Cisco UCS Manager in Site 2.

11. For the HyperFlex Cluster, specify a name. For the Org Name, specify a unique name. The cluster names in
both sites should be the same since both sites are part of a single cluster. The organization name can be the
same in both sites of the stretched cluster but only because they’re in different UCS domains.

# When deploying additional clusters in the same UCS domain, change the VLAN names (even if the
VLAN IDs are same), MAC Pool prefix, Cluster Name and Org Name so as to not overwrite the origi-
nal cluster information.

12. Click Continue.

13. In the Hypervisor Configuration screen, specify the ESXi Management IP Addresses and Gateway information
for the ESXi hosts in Site 2 as shown below. The default Hypervisor credentials for factory-installed nodes are:
root with a password of Ciscol23. The IP addresses will be assigned to the ESXi hosts via Serial over Lan
(SoL) from Cisco UCS Manager.
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HyperFlex Installer

Credentials Server Selection UCSM Configuration Hypervisor Configuration
Configure common Hypervisor Settings Configuration o
Subnet Mask Gateway DNS Server(s) Credentials z
255.255.255.0/ 10.1.167.254 10.99.167.244,10.99.167.245 UCS Manager Host Name 192.168.167.207
UCS Manager User Name admin
Site Name Site 2
Hypervisor Settings Admin User name root
Server Selection
[¥ Make IP Addresses and Hostnames Sequential =
Server 2 WZP222504KA / HX220C-M55X
it * Name ~ Serial Static IP Address Hostame Server 3 WZP222504N4 / HX220C-M55X
Server 1 WZP222504K1 / HX220C-M55X
Server 1 WZP222504K1 10.1.167.115 hiv-cll-esxi-5 ariera WZP222504) 1 HX220CM5SX
UCSM Configuration
Server 2 W2P222504KA 10.1.167.116 hxv-cl1-esxi-6 e ey
VLAN ID 118
Server 3 WZP222504N4 10.1.167.117 hicv-cll-esxi-7 AT e hxv-cl-storage-data
VLAN ID 3218
osoierd Wek222504)| 10.1.167.118 hixv-cll-esxi-8 VLAN Name fov-motion
VLAN ID 3018
VLAN Name Foov-vm-network
VLAN 1D{s) 2118
Hypervisor Credentials MAC Pool Prefix o0:25:B5A9 ||
v
Admin User name Hypervisor Password n

‘ < Back | Configure Site
root seeasens ® R

14. Click Configure Site to start configuring Site 2. The wizard will step through the configuration stages and
provide the status for specific configuration completed as shown below:
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i HyperFlex Installer

Progress

O ©

Start Config
Installer

( UCSM Configuration in Progress

UCSM Configuration - Overall

@ O
Validations ucsMm
Configuration

UCSM Configuration

Login to UCS API

Inventorying physical servers
Validate UCS firmware version
Setting flags for firmware validation

Downloading firmware bundle

Hypervisor
Configuration

Configuration

Credentials

UCS Manager Host Name 192.168.167.207
UCS Manager User Name admin
Site Name Site 2
Admin User name root
Server Selection

Server 2 WZP222504KA / HX220C-M55X
Server 3 WZP222504N4 [ HX220C-M55X
Server 1 WZP222504K1 [ HX220C-M55X
Server 4 WZP222504]] / HX220C-M55X

UCSM Configuration

VLAN Name

huov-inband-mgmt

15. If the configuration is successful, you will see a screen similar to the one below.

cisco HyperFlex Installer
Progress
Configuration «
()
O @ : @ @
Start Config Validations UCsM Hypervisor 5 A
Installer Configuration Configuration Credentials —

+/ Hypervisor Configuration Successful

Hypervisor Configuration - Overall

Hypervisor Configuration

Login to UCS API

Configuring static ip on the specified ESXi servers

Configuring static ip on a ESXi server

Login to ESXi through SoL with user specified username and password
Logout from UCS API

CONFIGURATION COMPLETED SUCCESSFULLY

UCS Manager Host Name

192.168.167.207

UCS Manager User Name admin
Site Name Site 2
Admin User name root
Server Selection

Server 2 WZP222504KA / HX220C-M55X
Server 3 WZP222504N4 / HX220C-M55X
Server 1 WZP222504K1 / HX220C-M55X
Server4 WZP222504] / HX220C-M55X
UCSM Configuration

VLAN Name hxv-inband-mgmt
VLAN ID 118
VLAN Name hxv-cl1-storage-data
VLAN ID 3218
VLAN Name hxv-vmotion

16. Export the Site 2 configuration by clicking the down arrow icon in the top right of the screen. Click OK to save
the configuration to a JSON file. This file can be used to rebuild the same cluster in the future, and as a record

of the configuration options and settings used during the installation.
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iy HyperFlex Installer

17. Proceed to the next section to Deploy Witness Virtual Machine at a third site.

Deploy Witness Virtual Machine in a Third Site

To achieve quorum in a HyperFlex stretched cluster, a Witness virtual machine is necessary. The Witness virtual
machine should be deployed in a third site and must be reachable from all sites in a HyperFlex stretched cluster. In
this design, the Witness virtual machine is deployed in an existing network outside the ACI Multi-Pod Fabric.

Table 76  Setup Information

Witness VM - IP
10.99.167.249/24
Address/Subnet Mask 0.99.16 9/
Gateway 10.99.167.254 (outside the ACI Fabric)
o 10.99.167.244, 10.99.167.245
Nt 192.168.167.254

To deploy the Witness virtual machine for the HyperFlex stretched cluster, follow these steps:

1. Use a browser to navigate to the VMware vCenter server that will be used to deploy the Witness virtual
machine will be deployed.

Click the vSphere Web Client of your choice. Log in using an Administrator account.
From the vSphere Web Client, navigate to Home > Hosts and Clusters.

From the left navigation pane, select the Datacenter > Cluster and right-click to select Deploy OVF Template....

o A~ LN

In the Deploy OVF Template wizard, for Select Template, select Local file and click the Browse button to
locate and open the HyperFlex-Witness-1.0.2.ova file, click the file and click Open. Click Next.

6. Modify the name of the virtual machine to be created if desired and click a folder location to place the virtual
machine. Click Next.

7. Click a specific host or cluster to locate the virtual machine. Click Next.
8. After the file validation, review the details. Click Next.
Select a Thin provision virtual disk format, and the datastore to store the new virtual machine. Click Next.

10. Modify the network port group selection from the drop-down list in the Destination Networks column,
choosing the network the witness VM will communicate on. Click Next.

11. Enter the static address settings to be used, fill in the fields for the Witness Node’s IP Address and Mask, DNS
server, Default Gateway, and NTP Server info.
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Deploy OVF Template

+ 1 Select an OVF template

+ 2 Select a name and folder
+ 3 Select a compute resource
+ 4 Review details

+ 5 Select storage

+ 6 Select networks

L'd 7 Customize template

8 Ready to complete

Customize template
Customize the deployment properties of this software solution.

‘ @ All properties have valid values X
~ Metworking Properties 5 settings

Network 1P Address The IP address for this interface. Leave blank if DHCP is
desired.
10.99.167.249

Metwork 1 Netmask The netmask or prefix for this interface. Leave blank if
DHCP is desired.
255.255.255.0

Default Gateway The default gateway address for this VM. Leave blank if
DHCP is desired.
10.99.167 254

DNS The domain name servers for this VM (comma separated).

Leave blank if DHCP is desired.

10.99.167.244, 10.99.167.2.

NTP MTP servers for this WM (comma separated) to sync time.

192.168.167.254

CANCEL BACK NEXT

12. Click Next.

13. Review the final configuration and click Finish. The witness VM will take a few minutes to deploy, once it has
deployed, power on the new VM.

14. Proceed to the next section to create a stretch HyperFlex cluster.

Create Stretch Cluster from Deployment Wizard

To create the stretched cluster using Site 1 and Site 2, follow these steps:

1. From the HyperFlex Installer/Configuration Wizard, go to the wheel icon in the top right of the window and
select Create Stretch Cluster from the drop-down list.
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o HyperFlex Installer

Progress

Configure Site

Create Stretch Cluster
Configuration

O @ @ @ @

Log Qut (root)

Start Config Validations ucsMm Hypervisor ]
e LA o R Credentials
Installer Configuration Configuration
UCS Manager Host Mame 192.168.167.207
UCS Manager User Mame admin
+/ Hypervisor Configuration Successful S Name .5
Admin User name rost
Server Selection
Hypervisor Configuration Server 2 WZP222504KA / HX220C-M55X

. . Server 3 WZP222504N4 f HX220C-M55X
Hypervisor Configuration - Overall v Login to UCS API

Server1 WZP222504K1 / HX220C-M5SX
< Configuring static ip on the specified ESXi servers

Server 4 WZP222504]| f HX220C-M55X
' Configuring static ip on a ESXi server

UCSM Configuration
v Login to ESXi through Sol with user specified username and password

VLAN Mame hxv-inband-mgmt
4 Logout from UCS AP

VLAN ID 118
« CONFIGURATION COMPLETED SUCCESSFULLY

2. In the Credentials screen, select the radio button for Create Stretch Cluster. For Site 1 and Site 2, specify the
Cisco UCS Manager Credentials (Hostname or IP address, username, and password), VMware vCenter
Credentials (for the vCenter managing the stretch cluster), and Hypervisor Credentials as shown below.

‘ﬂ If you have a JSON configuration file saved from a previous attempt for Create Stretch Cluster, you
may click Select a File from the box on the right side of the window to select the JSON configuration
file and click Use Configuration to populate the fields for configuring this site. The installer does not
save passwords.
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HyperFlex Installer

Credentials Server Selection IP Addresses Cluster Configuration
Configuration *«
To setup stretch cluster you have to
® Run the "Configure Site" workflow once for each site. TR e It e R s 7
@ ® Download and deploy the Witness VM, per the user documentation. Provide the IP address of the Witness VM when you create
the stretch duster.
® Run the "Create Stretch Cluster” workflow, after both sites have been configured.
o] Configure Site ®  Create Stretch Cluster
UCS Manager Credentials for Site 1
UCS Manager Host Name User Name Password
102.168.167.204 admin sesensssl ©
Site Name Org Name
Site 1 HXV-Orgl
Drag and drop

configuration files here or

Select a File

UCS Manager Credentials for Site 2

UCS Manager Host Name User Name Password

162.168.167.207 admin ssssssss ©
Site Name Org Name

Site 2 HXV-Orgl

vCenter Credentials

vCenter Server User Name Admin Password L

hevD-vesa.hxv.com administrator@hxv.com sssssssss ©

Hypervisor Credentials

Admin User name

root

[¥l The hypervisor on this node uses the factory default password

©® You are required to change the factory default p d. Enter a new p d for the hypervisor
New Password Confirm New Password
[sesosesesl ® ©

3. Click Continue.

4. Inthe Server Selection screen, select the servers from Site 1 and Site 2 that should be part of the stretched
cluster.
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uhitliy HyperFlex Installer
Credentials Server Selection IP Addresses Cluster Configuration
Server Selection Configure Server Ports ‘ Refresh Conﬂguratlon %
® Select Nodes for this site.
Credentials
Associated (8)
UCS Manager Host Name 1 192.168.167.204
v 2 Server Name Site ~ Status Model Serial Service Profile Actions
User Name admin
“ Sovea Site ok HX220C- Wzp220607LD  C"BT00VorEHXV-Orgl/is-rack- Ao UCS Manager Host Name 2 192.168.167.207
1 M5SX unit-2
User Name admin
i H : s -HXV-Org1/ls-rack-
v Server 3 e ok M’;?XM wzp22060aTL OB ToOUOrEHXVOrg e Actions v Site Name i1
Org Name 1 HXV-Orgl
i < 5 -HXV-Org1/ls-rack-
Server 1 f“e ok ;’?&M WZP22060AUS 3:{_’1"“"’" e A Actions v 2 o
Org Name 2 HXV-Orgl
Site HX220C- org-root/org-HXV-Org1/ls-rack- g
™ Server 1 e M5SX ZE22000ATD unit-4 xctione 27 vCenter Server hxv0-vcsa.hxv.com
User Name administrator@hxv.com
Server2 Site 3% HX220C- WZP222504KA org-root/org-HXV-Org1/ls-rack- Ao
2 M5SX unit-2 Revinder t buner paue
Admin User name root
] Server 3 Site &, HX220C- WZP222 " org-root/org-HXV-Org1/s-rack- o
2 M5SX unit-3
Easisy Site ok HX220C- WZP222504K1 org-roov/org-HXV-Org1/ls-rack- At
2 M5SX unit-1
Site HX220C- org-root/org-HXV-Org1/is-rack- » < Back
v Server4 2 ok M5SX W2ZP222504}) unit-4 Actions

5. Click Continue.

6. Inthe IP Addresses screen, specify the IP addresses for the cluster (ESXi host and Storage Controller VM’s
Management IP Addresses, ESXi host and Storage Controller VM’s Storage Data Network IP Addresses,
Cluster IP Addresses for Management and Storage Data, Gateway for Management Subnet and Witness Node
IP Address) as shown below.

L A default gateway is not required for the data network, as those interfaces normally will not com-
municate with any other hosts or networks, and the subnet can be non-routable.
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yperFlex Install

cisco
Credentials Server Selection IP Addresses Cluster Configuration
IP Addresses Configuration «
[V Make IP Addresses Sequential Credentials
UCS Manager Host Name 1 192.168.167.204
Data - VLAN
Management - VLAN (FQDN or IP Address) User Name admin
UCS Manager Host Name 2 192.168.167.207
< Storage S Storage
T S Name~ S H H
il 2 YpSIVISan o Controller ypenvisor o Controller w User Name admin
Site Name Site 1
= Server 1 Siee 1 10.1.167.111 10.1.167.161 72.1.167.111 72.1.167.161 Org Name 1 HXV-Org1
Site Name Site 2
Server2 Site 1 10.1.167.112 10.1.167.162 172.1.167.11 172.1.167.16: Org Name 2 HXV-Org1
vCenter Server hxv0-vcsa.hxv.com
Servers ek 10.1.167.113 10.1.167.163 172.1.167.11 172.1.167.16 Uses; Name administraton@iunncom
Admin User name root
Server:d Sied 10.1.167.114 10.1.167.164 172.1.167.11¢ 172.1.167.16 SetvenSclection
Server 2 WZP220607LD / HX220C-M55X
beryer:1 Site:2 10.1.167.115 10.1.167.165 172.1.167.11! 172.1.167.16! e WP22060ATLL HIZZ0CMSK
Server 1 WZP22060AUS / HX220C-M55X
Server 3 Site 2 10.1.167.117 10.1.167.167 172.1.167.11° 172.1.167.16 kil et
Server 2 WZP222504KA / HX220C-M55X
> Server3 WZP222504N4 / HX220C-M55X
Server 2 EE2 10.1.167.116 10.1.167.166 172.1.167.111 172.1.167.161
Server 1 WZP222504K1 / HX220C-M5SX
5 Server 4 WZP222504)) / HX220C-M55X
- Serverd Site2 10.1.167.118 10.1.167.168 72.1.167.118 72.1.167.168
Management Data
Cluster IP Address 10.1.167.110 172.1.167.110
Subnet Mask 255.255.255.0 255.255.255.0
Gateway 10.1.167.254
Witness IP 10.99.167.249

7. Click Continue.

8. In the Cluster Configuration screen, specify a name for the HyperFlex Cluster, the Replication Factor to use,
Storage Controller VM (SCVM) Credentials, VMware vCenter configuration (Datacenter, Cluster), Services
(DNS, NTP, Domain Name, Timezone) and Networking (Management, Storage Data, Jumbo Frames, and so
on).
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Cisco HX Cluster

Cluster Name

HXV-Clusterl

Controller VM

Create Admin Password

vCenter Configuration

vCenter Datacenter Name

HXV-APP

System Services

DNS Server(s)

10.99.167.244,10.99.167.245

Time Zone

(UTC-05:00) Eastern Time

Auto Support

Auto Support

I Enable Connected Services
(Recommended)

Advanced Networking

Management VLAN Tag - Site 1

118

Data VLAN Tag - Site 1

3218

o HyperFlex Installer

@
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Server Selection

Replication Factor

Confirm Admin Password

vCenter Cluster Name

HXV-Cluster1

NTP Server(s)

192.168.167.254

<]
B)

Send service ticket notifications to

Management VLAN Tag - Site 2

118

Data VLAN Tag - Site 2

3218

IP Addresses

DNS Domain Name

hxv.com

Management vSwitch

vswitch-hxv-inband-mgmt

Data vSwitch

vswitch-hxv-cll-storage-data

Cluster Configuration

Configuration «

Credentials
UCS Manager Host Name 1 192.168.167.204
User Name admin

UCS Manager Host Name 2 192.168.167.207

User Name admin
Site Name Site 1
Org Name 1 H¥W-Orgl
Site Name Site 2
Org Name 2 HXV-Org1

vCenter Server hov0-vesa.hoov.com

User Name administrator@hxv.com

Admin User name root

Server Selection

Server 2 WZP220607LD / HX220C-M55X
Server 3 WZP22060ATL / HX220C-M55X
Server 1 WZP22060AUS / HX220C-M55X
Server 4 WZP22060ATU / HX220C-M55X
Server 2 WZP222504KA § HX220C-M55X
Server 3 WZP222504N4 / HK220C-M55K
Server 1 WZP222504K1 / HX220C-M55X
Server 4 WZP222504]) / HX220C-M55X
IP Addresses

Cluster Name HXV-Cluster1
Management Cluster 10:1.167.110

Data Cluster 172.1.167.110

Management Subnet Mask 255.255.255.0
Data Subnet Mask 255.255.255.0
Management Gateway 101167254
Witness IP 10.99.167.249

o | EE

[>]

[<]

Advanced Configuration

Jumbo Frames

™ Enable Jumbo Frames on
Data Network

vCenter Single-Sign-On Server

Disk Partitions

[] Clean up disk partitions

Virtual Desktop (VDI)

Optimize for VDI only
deployment
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9. Click Start to start the creation of the stretched cluster. The wizard will step through the configuration stages
and provide status for each stage. If the configuration is successful, you will see a screen similar to the one

below:
Al HyperFlex Installer
Progress Summary

Cluster Name HXV-Cluster1 [EE
Version 3.5.1a-31118 vCenter Server hxv0-vesa.hxv.com
Cluster Management IP Address 10.1.167.110 vCenter Datacenter Name HXV-APP
Cluster Data IP Address 172.1.167.110 vCenter Cluster Name HXV-Cluster1
Replication Factor 4 DNS Server(s) 10.99.167.245, 10.99.167.244
Available Capacity 121718 NTP Server(s) 192.168.167.254
Site Info
Name for Site 1 Site 1 Name for Site 2 Site 2
Org Name for Site 1 HXV-Org1 Org Name for Site 2 HXV-Org1
Servers

Model Serial Number Management Hypervisor Management Storage Controller Data Network Hypervisor Data Network Storage Controller

HX220C-M55X WZP22060AU8 10.1.167.111 10.1.167.161 172.1.167.111 172.1.167.161

HX220C-M55X WZP220607LD 10.1.167.112 10.1.167.162 172.1.167.112 172.1.167.162

HX220C-M55X WZP22060ATL 10.1.167.113 10.1.167.163 172.1.167.113 172.1.167.163

HX220C-M55X WZP22060ATU 10.1.167.114 10.1.167.164 172.1.167.114 172.1.167.164

HX220C-M5SX WZP222504K1 10.1.167.115 10.1.167.165 172.1.167.115 172.1.167.165

HX220C-M55X WZP222504KA 10.1.167.116 10.1.167.166 172.1.167.116 172.1.167.166

HX220C-M55X WZP222504N4 10.1.167.117 10.1.167.167 172.1.167.117 172.1.167.167

HX220C-M55X WZP222504)) 10.1.167.118 10.1.167.168 172.1.167.118 172.1.167.168

Back to Workflow Selection Launch HyperFlex Connect

10. Export the cluster configuration by clicking the down arrow icon in the top right of the screen. Click OK to save
the configuration to a JSON file. This file can be used to rebuild the same cluster in the future, and as a record
of the configuration options and settings used during the installation.

HyperFlex Installer
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17. Process to the next section to complete the post-installation tasks - run the post_install script to create the
vMotion interfaces, additional guest virtual machine port groups (optional), and to enable HA and DRS in the
cluster.

# For stretched clusters, it is very important to review the DRS Site Affinity rules to verify that it is setup
correctly.

Complete Post-Installation Tasks

When the installation is complete, additional best-practices and configuration can be implemented using a Cisco
provided post-install script. The script should be run before deploying virtual machine workloads on the cluster.
The script is executed from the Installer virtual machine and can do the following:

e License the hosts in VMware vCenter
e Enable HA/DRS on the cluster in VMware vCenter
e  Suppress SSH/Shell warnings in VMware vCenter
e Configure vMotion in VMware vCenter
e Enables configuration of additional guest VLANS/port-groups
e Send test Auto Support (ASUP) email if enabled during the install process
o Perform HyperFlex Health check
To run the post-installation script, follow these steps:

1. SSH into a HyperFlex Installer virtual machine used to deploy the cluster. Log in using the admin (or root)
account.

2. From the Controller virtual machine, run the command to execute the post-install script: post _install.py

3. Follow the on-screen prompts to complete the post-install configuration as shown below.

‘ﬁ Any VLANSs created on the HyperFlex cluster and UCSM will need a corresponding configuration in
the ACI fabric to enable forwarding for that VLAN within the ACI Fabric.
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root@HyperFlex-Installer:~# cd
root@HyperFlex-Installer:~# post_ 1nstall
Logging 1in to controller 18.1.167.11

HX CVM admin password:

Getting ESX hosts from HX cluster.
vCenter URL: 16.16.1

Enter vCenter username [user@domaln] administrator@hxv.com
vCenter Password:

Found datacenter HXV-APP

Found cluster HXV-Clusterl

Enter ESX root password:

Enter vSphere license key? (y/n) n
Enable HA/DRS on cluster? (y/n) y
Disable SSH warning? (y/n) y

add vmotion interfaces? (y/n) y
Netmask for vMotion: 255.255.255.0
VLAN ID: (@- 4996) 3018
vMotlon MTU 1s set to use Jumbo frames (9000 bytes). Do you want to change to 1580 bytes? (y/n) n
vMotion IP for 18.1.16 67
Adding vmotion- 3018 to
Adding vmkernel to 10
vMotion IP for 16.1.16
Adding vmotion-3818 to 1
Adding vmkernel to 10
vMotion IP for 18.1.16
Adding vmotion-3018 to 1
Adding vmkernel to 16.1.]
vMotion IP for 10.1.1¢
Adding vmotion-3018 to.

Adding vmkernel to 16
vMotion IP for 16.1 167.
Adding vmotion-3018 te 1
Adding vmkernel to 16.1.]
vMotion IP for 10.1.16
Adding vmotion-3818 to
Adding vmkernel to 16.1
vMotion IP for 18.1.16
Adding vmotion-3018 to 16
Adding vmkernel to 10
vMotion IP for 10.1.1
Adding vmotion-3018 to 1
Adding vmkernel to 10.1.1

add VM network VLANs? (y/n) y
Attempting to find UCSM IP
A - UCSM IP: 192.168.167
UCSM Username: admin
UCSM Password:
HX UCS Sub Urganlzatlon HXV-0rgl
UCSM IP: i
UCSM Username: admln
UCSM Password:
B - HX UCS Sub Organization: HXV-Orgl
Port Group Name to add (VLAN ID will be appended to the name): hxv-vm-network
VLAN ID: (0-4096) 2218
Adding VLAN 2218 to FI
Adding VLAN 2218 to vm-network-a VNIC template
Adding VLAN 2218 to FI
Adding VLAN 2218 to vm- network a VNIC template
Adding hxv-vm-network-2218 to
Adding hxv-vm-network-2218 to 16
Adding hxv-vm-network-221% to 18
Adding hxv-vm-network-2218 to 1
Adding hxv-vm-network-2218 to 1
Adding hxv-vm-network-2218 to 1
Adding hxv-vm-network-2218 to 1
Adding hxv-vm-network-2218 to 18
Add additional VM network VLANS? (y/n] n

Run health check? (y/n) y
Validating cluster health and configuration...

Cluster Summary:
Version - 3.5.1a-31118
Model - HX220C-M55X
Health - HEALTHY
ASUP enabled - False
root@HyperFlex-Installer:~#
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Enable Smart Licensing for Stretch HyperFlex Cluster

To enable licensing for the newly deployed HyperFlex stretched cluster, follow the procedures outlined in the
Install HyperFlex Management Cluster.

Enable Syslog for Stretch HyperFlex Cluster

To prevent the loss of diagnostic information when a host fails, ESXi logs should be sent to a central location. Logs
can be sent to the VMware vCenter server or to a separate syslog server.

Use a multi-exec tool (for example, MobaXterm) to simultaneously execute the same command on all servers in
the cluster as shown below.

To configure syslog on ESXi hosts, follow these steps:

1. Log into the ESXi host through SSH as the root user.

2. Enter the following commands, replacing the IP address in the first command with the IP address of the
vCenter or the syslog server that will receive the syslog logs.

root@hxv-cll- HS H

root@hxv- (1- xcl log config set --loghost='udp://10.10.167.249 @ghxv-cl -2 5xc L og config set --loghost='udp://10.10.16
root@hxy- (1- & sys i load L -2 ssxcl1 og reload

root@hxy- sxi-1:~] esxcl. rewall ruleset set -r syslog -e true @h> l1-esx1-2 11 networl- firewall ruleset set -r syslog -e true
root@hxy- <1- 1 network firewall refresh ghxv-cl sxcll network firewall refresh

root@hxv-cll-

[root@hxv-cl1- :
[root@hxv- ¢1-3:~] esxcl log config set --loghost="udp://10.10.167.240 11- -1 em syslog config set --loghost='udp://10.10.15
[root@hxv- sX1-3:1~ log reload gh> . l1 L

[root@hxv- -3~ 11 network firewall ruleset set -r syslog -e true @ghxv-cl . sxcll network firewall ruleset set -r syslog -e true
[root@hxv- -3~ xcl1 network firewall refresh ghxv-cl . sxcll network firewall refresh

[rootghxv-cl1- T~

rootLI “cll-esxi-5:~] esxcl log config set --loghost="udp://10.10.16 wtem syslog config set --loghost='udp://10.10.16

root@hxy-

root@hxy- (1-5:~ 11 network firewall refresh ssxcl1 network firewall refresh

1\ l
root@hxv-cll-esxi- -esxi-

[

[ -6

[ ~ xv-cl -6 2sxcl 1

[root@hxv- X1-5:~ 11 network firewall ruleset set -r syslog -e true @ghxv-cl -6 ssxcll netwcrl- firewall ruleset set -r syslog -e true
[ -6

[ 6:

[root@hxv-cll- HS [root@hxv-cll-e

[root@hxv- - xcl log config set --loghest="udp://10.10.167.249 [root@hxv-cl 2sxcl em syslog config set --loghost='udp://10.10.16
[root@hxv- (1- § sysl yload [rootghxv-cl ssxc L L

[root@hxv- <1-7:~] esxcll netwo rewall ruleset set -r syslog -e true [root@hxv-cl1- 11 network firewall ruleset set -r syslog -e true
[root@hxv- 5X1- 1 network firewall refresh [root@hx -es) 11 network firewall refresh

[root@hxv-cll- [root@hxv-cl

[ isable this terminal from "MultiExec” mode ["Iisable this terminal from "MultiExec” mode

Manage Cluster using Cisco Intersight
Cisco Intersight provides a centralized dashboard with a single view of all Cisco UCS Domains, HyperFlex clusters
and servers regardless of their location. New features and capabilities are continually being added over time.
Please see the Cisco Intersight website for the latest information.

To manage the HyperFlex stretched cluster from Cisco Intersight, follow the procedures outlined in the Enable
Cisco Intersight Cloud-Based Management section.

Manage Cluster using HyperFlex Connect
To manage the HyperFlex stretched cluster using HyperFlex Connect, follow these steps:
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1. Open a web browser and navigate to the Management IP address of the HX cluster (for example,
https://10.1.167.110). Log in using the admin account. Password should be same as the one specified for the
Storage Controller virtual machine during the installation process.

= cisco HyperFlex Connect HXV-Cluster1
€9 Dashboard @ OPERATIONAL 5TATUS
Online
MONITOR
o A RESILIENCY HEALTH . I
Alarms + 2 Node failures can be tolerated ¥
“V=  Healthyo
i Events
Storage optimizaton, compression and
g Activity CAPACITY | 1.0% STORAGE (g deduplicstion ratios will be calculated once we
12.1TB 193.6 G8 Used 11.07TE Free OPTIMIZATION have sufficient information regarding custer
usage.
ANALYZE
Performance . 4 HX220C-M55X
th 2 Converged ooOoao
== NODES g
PROTECT = B n e
Site 1
Replication *' Converged 0000
MANAGE
|:l VIRTUAL MACHINES POWERED ON SUSPENDED POWERED OFF
system Information 0 VMS do mo do
&= Datastores
IOPS Last 1 hour * Read Maoc O Min0 Avg 0 = Write Man: 3.8 Minz2.9 Avg: 3.47
[ virtual Machines
"+ Upgrade E  —
2
>— WebcLl
1
Throughput (MBps) Last 1 hour = Reed Maxc O Min0 Avz 0 = Write Mes: 0.02 Min0.01 Avg: 0.1
001
001
L
La(ency (msec) Last 1 hour * Read Max: 0 Miﬂ:nM‘; o * Write Max: 1.19 Minc0.86 »ﬂ\'s: 1
4/,_\/_/_\/_\/—/\/\/\/—\’\/\/_/\/\/\/'\/\/\_,—\_/\__

2. The Dashboard provides general information about the cluster’s operational status, health, Node failure
tolerance, Storage Performance and Capacity Details and Cluster Size and individual Node health.

(Optional) Manage Cluster using VMware vCenter (through Plugin)

The Cisco HyperFlex vCenter Web Client Plugin can be deployed as a secondary tool to monitor and configure the
HyperFlex cluster.

ﬁ This plugin is not supported in the HTML5 based VMware vSphere Client for vCenter.

To manage the HyperFlex cluster using the vCenter Web Client Plugin for vCenter 6.7, follow the procedures
outlined in the nstall HyperFlex Management Cluster section of this document.
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Enable/Disable Auto-Support and Notifications

Auto-Support is enabled if specified during the HyperFlex installation. Auto-Support enables Call Home to
automatically send support information to Cisco TAC, and notifications of tickets to the email address specified. If
the settings need to be modified, they can be changed in the HyperFlex Connect HTML management webpage.

To change Auto-Support settings, follow the procedures outlined in the [nstall HyperFlex Management Cluster
section of this document.

Create Datastores for Virtual Machines with Site Affinity

Datastores created in stretched clusters require a Site Affinity setting compared to datastores in standard clusters.
Specifying a site association for the datastores ensures that all requests to read data from that datastore will be
serviced by the nodes in that specific site, rather than by nodes in the remote site. When deploying Virtual
Machines, the virtual machines should be configured to store their virtual disk files in a datastore at the same site
as the virtual machine. The placement of the virtual machines using vSphere Dynamic Resource Scheduler (DRS)
site affinity rules optimizes the performance in a stretched cluster, by ensuring proximity to the users that consume
the services provided by the virtual machine.

To deploy a new datastore from HyperFlex Connect, follow the procedures outlined in the [nstall Hyperflex
Management Cluster section of this document, however for stretched clusters, the Site Affinity needs to be
specified as shown below:

Create Datastore

Datastore Name

HXV-APP-DS1

Size Block Size

2

Site Affinity

Site 1

Cancel Create Datastore

To validate the design, two datastores are created on the stretch cluster with Site Affinity to Site T (Pod-1) and
Site 2 (Pod-2) as shown below:
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= gl HyperFlex Connect HXV-Cluster

© Dashboard Datastores Lest refreshed ot 01/21/2019 11:0459 PM )
sl w Create Datastore E |2 Filter
[} Alarms
Name “~  Mount Summary Site Affinity Pairing Status Status Size Used Free
77 Events
HXV-APP-DS1  MOUNTED site 1 Unpaired 278 0B 278
B Activity : m
ANALYZE = HXV-APP-DS2  MOUNTED Site 2 Unpaired [[Normal) JFR - ST 218

ldh Performance
Showing 1-2of 2

PROTECT

Replication

MANAGE

E] system Information

= Datastores

Configure vSphere DRS with Site Affinity

VMware vSphere Dynamic Resource Scheduler (DRS) must be configured with site affinity rules in order for the
stretched cluster to operate in an optimal manner. Virtual machine placement across a stretched cluster uses
these site affinity rules, in order to constrain virtual machines to only run on the nodes in their primary site during
normal operation. The datastore that stores the virtual machine’s virtual disk files will also be associated with the
same site. Site affinity rules and groups are automatically created during the installation, and the rules are created
in such a manner that the virtual machines are allowed to restart and run in the other site in case of a site failure.
When virtual machines are created, they are automatically placed into the virtual machine group associated with
the site where they are running. This method helps to balance workloads across all of the nodes in both sites,
while retaining the enhanced failover capability of a stretched cluster if an entire site was to go offline or otherwise
fail.

The automatically created Host Groups and Virtual Machine Groups for each site are shown below:
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vmware' vSphere Web Client  fi= U | Launch vSphere Client (HTMLS) | | Administrator@HXV.COM ~ | Help = |
Navigator X @ Hxvewstert | G @, th S8 © | Spacions |=-
4 Back | © Gefting Started  Summary  Monitor | Configure | Permissions Hosis VMs Datastores Networks Update Manager
ﬁ a g 4 VMI/Host Groups
= [ 10.10.167 240 ) A
« [ HX-APP - Services [ Add. |[ Edt. |[ Delete
T HXV-Clusterd | vsphereDRS o —
vSphere Availability [ site 2_vmGrous VM Group
~ vSAN F site 2_HostGroup Host Group
General B site 1_vmGroup VI Group
Disk Management F2 site 1_HostGroup Host Group

Fault Domains & Stretched

Cluster =
VM/Host Group Members

Health and Performance

iSCSl Initiator Groups
Site 1_HostGroup Group Members

Configuration Assist @ 101167112

nsics g 10.1.167.114
< CTLgIEEED g 101167113

General B 10.1.167.111

Licensing

Viware EVC

vSphere High Availability Recommendations

The VMware setup is critical for the operation of a HyperFlex stretched cluster. HyperFlex installation configures
many VMware features that a stretched cluster requires such as vSphere HA, DRS, virtual machine and datastore
host-groups, site-affinity, etc. In addition, customers should also enable the following vSphere HA settings in
VMware vCenter:

e vSphere Availability: vSphere HA should be enabled but keep Proactive HA disabled
e Failure Conditions and responses:
—  Enable Host Monitoring
— For Host Failure Response, select Restart VMs
— For Response for Host Isolation, select Power off and restart VMs
— For Datastore with PDL, select Power off and restart VMs
— For Datastore with PDL, select Power off and restart VMs (conservative)
— For VM Monitoring: Customer can enable this if they prefer. It is typically disabled.
e Admission Control: select Cluster resource percentage for Define host faillover capacity by

e Datastore Heartbeats: Select Use datastores only from the specified list and select HyperFlex datastores in
each site

e Advanced Settings:
— select False for das.usedefaultisolationaddress
— select an IP address in Site A for das.isolationaddressO

— select an IP address in Site B for das.isolationaddressl
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e For additional recommendations, see Operating Cisco HyperFlex Data Platform Stretched Clusters white
paper in the References section of this document.

Migrate Virtual Networking to VMware vDS on HyperFlex Application Cluster

This section configures the virtual networking for the virtual machines hosted on the Application cluster. APIC
manages the virtual networking on this cluster through integration with VMware vCenter that manages the cluster.
In this release of the CVD, the Applications cluster uses a VMware vDS as the virtual switch for VM networks. A
Cisco AVE can also be used - Cisco AVE was used in the previous release of this CVD. The HyperFlex
infrastructure networks (in-band management, storage data and vMotion networks) deployed by the HyperFlex
Installer will remain on VMware vSwitch. The virtual networking uses VMware vDS as the virtual switch for the VMs
hosted on the Application cluster. VMware vCenter that manages Application HyperFlex cluster is located in a third
location outside the ACI Multi-Pod fabric, and reachable through the Shared L30ut from each Pod.

Setup Information

The setup information for migrating the default virtual networking from VMware vSwitch to VMware vDS is provided
below:

e VLAN Name: HXV1-VMM VLANs

e VLANPoOl 1118-1128

e Virtual Switch Name: HXV1-vDS

e Associated Attachable Entity Profile: HXV-UCS_AAEP

e VMware vCenter Credentials: <Username/Password> for the vCenter managing this cluster
o VMware vCenter Credentials - Profile Name: Administrator

o VMware vCenter Managing the VMM Domain: hxv0-vcsa.hxv.com (10.99.167.240)
e DVS Version: vCenter Default

e VMware vCenter Datacenter: HXV-APP

e Default vSwitch for VM networks: vswitch-hxv-vm-network

e Uplinks on Default vSwitch for VM Networks: vmnic2, vmnicé

e Cisco UCS vNIC Templates for VM Networks: vm-network-a, vm-network-b

e VNIC Template QoS Policy: Gold

Deployment Steps

To enable APIC-controlled virtual networking for the Applications cluster, follow the procedures outlined in this
section.

Create VLAN Pool for VMM Domain
To configure VLAN pools for use by VMs hosted on the Applications cluster, follow these steps:

1. Use a browser to navigate to the APIC GUI. Log in using the admin account.
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2. From the top navigation menu, select Fabric > Access Policies.
3. From the left navigation pane, expand and select Pools > VLAN. Right-click and select Create VLAN Pool.

4. In the Create VLAN Pool pop-up window, specify a Name for the pool to use for port-groups on VMware vDS.
For Allocation Mode, select Dynamic Allocation. For Encap Blocks, click on the [+] icon on the right side to
specify a VLAN range.

5. In the Create Ranges pop-up window, specify a VLAN range for the pool. Leave other settings as is.

asco APIC =

Admin

System Tenants Virtual Networking L4-L7 Services Operations Apps Integrations

Inventory | Fabric Policies | Access Policies

Policies

) Pools - VLAN
> uick start Create VLAN Pool 2 1
PHIEHES Name: | HXV1 -VIMM_VLANs

Description: | optional

Allocation Mode: Dynamic Allocation Static Allocation

Create Ranges

Type: VLAN

= VvsAN

B VSAN Attributes

Description: optional

Integer Value Integer Value

Allocation Mode: Dynamic Allocation Inherit allocMode from parent Static Allocation

Role: External or On the wire encapsulations

6. Click OK and then click Submit to complete.

Enable VMM Integration for HyperFlex Application Cluster

A new VMM domain must be configured Cisco ACI in order to deploy an APIC-controlled VMware vDS through
VMware vCenter. The VMM domain will require a VLAN pool for use by port-groups corresponding to the EPGs in
ACI. The pool should accommodate the number of EPGs published to the VMware vCenter domain in the form of
port-groups. Pre-configured policies and statistics collection are also enabled for the new VMM domain.

To enable VMM integration for the Application HyperFlex cluster, follow these steps:

1. Use a browser to navigate to APIC’s Web GUI. Log in using the admin account.

From the top menu, navigate to Virtual Networking.

2

3. From the left navigation pane, select Quick Start.

4. From the right-window pane, click (VMware hypervisor) Create a vCenter Domain Profile.
5

In the Create vCenter Domain pop-up window, for the Virtual Switch Name, specify a name (for example,
HXV1-vDS). This will be the name of the VMware vDS switch in VMware vCenter. For Virtual Switch, leave
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VMware vSphere Distributed Switch selected. For Associated Attachable Entity Profile, select the AAEP for the
UCS domain that the VMM domain is hosted on. For VLAN Pool, select the previously created pool associated
with this VMM domain from the drop-down list. Leave the other settings as is.

afre]n
n

cisco APIC ad
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Create vCenter Domain (2 ]<]

Inventory Virtual Switch Name: | HXV1-vDS
C’ Quick Start Virtual Switch: VMware vSphere Distributed Switch Cisco AVS ‘ Cisco AVE )
= VMM Domains . .
Associated Attachable Entity Profile: HXV-UCS_AAEP Va
[ Container Domains
Delimiter:

Enable Tag Collection: [_]
Enable VM folder Data Retrieval (Beta): [_]

Access Mode: Read Only Mode Read Write Mode

Endpoint Retention Time (seconds): 0 5
VLAN Pool: | HXV1-VMM_VLANs(dynamic) P
Security Domains: +
Name Description
vCenter Credentials: AL
Profile Name Username Description

6. Inthe Create vCenter Domain window, scroll-down to vCenter Credentials and click the [+] icon on the right
side to add a vCenter Account Profile.

7. In the Create vCenter Credential pop-up window, specify a Name for the credentials, along with the
appropriate account Username and Password.
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afr]n
Cisco

APIC

System Tenants

Inventory

C> Quick Start
B VMM Domains

= Container Domains

Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integratiq

Create vCenter Domain
Virtual Switch Name: | HX\/1-vDS

Virtual Switch: VMware vSphere Distributed Switch Cisco AVS ’ Cisco AVE )

Associated Attachable Fntitv Prafile:  H¥Y\/-11"S AAFD rfj‘.l
Create vCenter Credential 09

Enable Ta Name: ' Administrator
Enable VM folder Data Ref Description: | optional
A
Endpoint Retootioliy Username:  administrator@hxv.com

Password: -

Secul

Confirm Password:

vCenter

8. Click OK to close the Create vCenter Credential pop-up window. In the Create vCenter Domain window,
scroll-down to vCenter and click the [+] icon on the right side to add a vCenter Controller.

In the Add vCenter Controller pop-up window, enter a Name (Hxv0-vCsa) for the vCenter. For Host Name

(or IP Address), enter the vCenter IP or Hostname. For DVS Version, leave it as vCenter Default. For
Datacenter, enter the Datacenter name provisioned on the vCenter. Name is case-sensitive. For Associated
Credential, select the vCenter credentials created in the last step (Administrator).

i
clsco

APIC

System Tenants

Inventory

Create vCenter Domain

admin @

Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

Add vCenter Controller
vCenter Controller

Name: HXVO-VCSA

Host Name (or IP Address): | 10.99.167.240

DVS Version: | vCenter Default

HXV-APP

Stats Collection:
Datacenter:

Management EPG: | select an option

Associated Credential:  Administrator
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10. Click OK to close Add vCenter Controller window. In the Create vCenter Domain window, for Port Channel
Mode, select MAC Pinning-Physical-NIC-load from the drop-down list. For vSwitch Policy, select LLDP.

djnafe
Cisco

System

Inventory

B vvm

APIC

Tenants

Fabric Virtual Networking L4-L7 Services

Create vCenter Domain

Security Domains:

Name

= Container Don

vCenter Credentials:

Profile Name

| Administrator

vCenter:

Name

| HXVO-VCSA

Number of Uplinks: ~

vSwitch Policy: CDP

Admin

Username

administrator@hxv.c...

IP
10.99.167.240

Port Channel Mode: MAC Pinning-Physical-NIC-load

Operations

Apps

Description

Description

Type

vCenter

Integrations

+

mw +

Stats Collection

Disabled

11. Click Submit to create the APIC managed vDS in VMware vCenter for the HyperFlex Applications cluster

12. Use a browser to navigate to the VMware vCenter server managing the HyperFlex Applications cluster. Select
the vSphere Web Client of your choice. Log in using an Administrator account. Navigate to the data center for

Applications and select the Networking tab from the left navigation window. Select Networks > Distributed
Switches in the right windowpane to verify that the vDS switch was created and setup correctly.

Migrate HyperFlex ESXi Hosts to VMware vDS

To migrate HyperFlex ESXi Hosts in the Applications cluster to the newly created VMware vDS, the procedures
used in the Management cluster can be used here as well - see Add HyperFlex ESXi Hosts to VMware vSphere
vDS section for the detailed steps.

Now you are ready to deploy Virtual Machines on the HyperFlex cluster using Cisco AVE virtual leaf switches.
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Solution Deployment - Onboarding Multi-Tier Applications

This section provides detailed procedures for onboarding multi-tier applications onto the Application cluster.
Application virtual machines can be deployed in either data center in this active-active data center solution.

Deployment Overview

The high-level steps for deploying multi-tier applications on a Cisco HyperFlex cluster connected to a Cisco ACI
Multi-Pod fabric are as follows:

1. Define ACI Constructs to enable forwarding for the new Application or Application group. This includes defining
an Application Tenant, VRF, Bridge Domain and an Application Profile.

2. Define ACI End Point Groups for the new Application or Application group. A three-tier application could be
deployed using three EPGs, for example, Web, App and Database EPGs, with each EPG representing an
application tier. Each EPG can have one or more VMs.

3. Enable contracts to allow users to access the Application and for communication between different tiers of the
application. Also, enable contracts to access the shared L3out for connectivity to outside networks and
services.

4. Deploy application virtual machines on the Application HyperFlex cluster.
5. Add virtual machines to the port-group corresponding to the EPG.

In this section, a sample two-tier (Web, App) application is deployed in a dedicated tenant HXV-App-A. The Web
and App Tier will be mapped to corresponding EPGs in the ACI fabric.

Prerequisites

e Integration with Virtual Machine Manager or VMware vCenter for virtual networking should be in place
before onboarding applications as outlined in this section. As a part of this integration, a VLAN pool should
also be pre-defined. VLANSs from the VLAN pool will be assigned to Application EPGs such that when an
EPG is defined in ACI, a corresponding port-group is created in the VMM domain. The application virtual
machines, when deployed, can now be added to the corresponding port-group to enable connectivity
through the ACI fabric.

e When a VLAN Pool is defined for VMM integration, the VLANs needs to be created in the UCS domain
hosting the VMM domain. For the Application cluster in this design, the VLANs need to be enabled on both
UCS domains that HyperFlex stretched cluster nodes connect to.

ﬁ If VLANs (hxv-vm-network) are specified during cluster install or as input to the post-install script, then
these VLANSs are automatically created and trunked on the Cisco UCS Fabric Interconnect uplinks, and
on the virtual NICs (vNIC vm-network-a, vNIC vm-network-b) of each HyperFlex node.

Configure ACI constructs for Application Traffic

Follow the procedures outlined in this section to configure the ACI constructs (Tenant, VRF, Bridge Domain and
Application Profile) for a new multi-tier application or application group.
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Create Tenant and VRF for Application

To create Tenant and VRF for the application, follow these steps:

1.

2L S N

Use a browser to navigate to APIC's Web GUI. Log in with the admin account.

From the top menu, select Tenants > Add Tenant.

In the Create Tenant pop-up window, specify a Name (for example, HXV-App-A).

For the VRF Name, enter a name for the only VRF in this Tenant (for example, HXV-App-A VRF)
Leave the checkbox for Take me to this tenant when | click finish checked.

Click Submit to complete the configuration.

Configure Bridge Domains

At least one bridge domain is necessary to enable any forwarding. In this design, two bridge domains are used in
the event that a customer will need to insert a firewall between one of the application tiers. Insertion and
configuration of a firewall between tiers is outside the scope of this document. To create an internal versus an
external bridge domain to enable the insertion of a firewall between application tiers, follow these steps:

1.
2.

Use a browser to navigate to APIC’s Web GUI. Login with the admin account.

From the top menu, select Tenants > HXV-App-A. If you do not see this tenant in the top navigation menu,
select Tenants > ALL TENANTS and double-click on HXV-App-A.

In the left navigation pane, navigate to Tenant HXV-App-A > Networking > Bridge Domains
Right-click Bridge Domains and select Create Bridge Domain.

In the Create Bridge Domain pop-up window, for Name, specify a name (Hxv-App-A-Ext BD)and for VRF,
select the previously created VRF (HXV-App-A VRF).

Click Next twice and then Finish to complete adding the Bridge Domain.

Repeat steps 1-6 to add a second bridge domain(HXvV-App-A-Int BD).

Configure Application Profile

To configure the application profile, follow these steps:

1.
2.

o oA~ W

Use a browser to navigate to APIC’s Web GUI. Login with the admin account.

From the top menu, select Tenants > HXV-App-A. If you do not see this tenant in the top navigation menu,
select Tenants > ALL TENANTS and double-click on HXV-App-A.

In the left navigation pane, navigate to Tenant HXV-App-A> Application Profiles.
Right-click Application Profiles and select Create Application Profile.

In the Create Application Profile pop-up window, specify a Name(HXV-App-A AP) .
Click Submit.

Configure End Point Groups

In this design, the two application tiers created are Web EPG and App EPG. Follow the procedures in the next
sections to deploy an EPG for these application tiers.
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EPG for Web

To configure an EPG for the Web tier, follow these steps:

1. Use a browser to navigate to APIC’s Web GUI. Login with the admin account.

2. From the top menu, select Tenants > HXV-App-A. If you do not see this tenant in the top navigation menu,
select Tenants > ALL TENANTS and double-click on HXV-App-A.

3. Inthe left navigation pane, navigate to Tenant HXV-App-A > Application Profiles > HXV-App-A AP.
4. Right-click and select Create Application EPG.
5. In the Create Application EPG pop-up window, for Name, specify a name (HXvV-A-Web_ EPG).
6. For the Bridge Domain, select the previously created external Bridge Domain (HXV-App-A-Ext BD) from the
drop-down list. Select the checkbox for Associate to VM Domain Profiles.
alwile Ap|c  Create Application EPG 09
system [JENUINN  STEP 1> Iidentity 2 bomains

ALL TENANTS | Add Te Name: HXV-A-Web_EPG

Alias:

HXV-App-A

Description:  optional

Tags:
enter tags separated by comma

Contract Exception Tag:
QoS class: Unspecified
Custom QoS:  select a value

Data-Plane Policer: select a value

Intra EPG Isolation: Unenforced

Preferred Group Member: Exclude
Flood in Encapsulation: Disabled Enabled
Bridge Domain:  HXV-App-A-Ext_BD

Monitoring Policy: select a value
FHS Trust Control Palicy: | select a value

Shutdown EPG: []

Associate to VM Domain Profiles:

Statically Link with Leaves/Paths: []
EPG Contract Master: +

Application EPGs

7. Click Next.

8. Click the [+] to the right of Associate VM Domain Profiles. For the Domain Profile, select VMware /HXV1-vDS
from the drop-down list. Change the Deployment Immediacy and Resolution Immediacy to Immediate.
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abale  Apjc  Create Application EPG 00
Cisco
STER 2> Domains . ‘dentm}
System Tenants
ALL TENANTS | AddTe Associated VM o o+
Domain Profiles:
Domain Deployment Resolution Delimiter Encap Mode Port Encap Allow Micro- Switching
Profile Immediacy Immediacy (or Segmentation  Mode
Secondary
VLAN for
Micro-Seg)
vlan-10
VMware, | [ Immediate v Auto Valid Encap O

Example: vlan-10

9. Click Update and then click Finish to complete the configuration.

10. In the left navigation pane, navigate to tenant HXV-App-A > Networking > Bridge Domains > HXV-
App-A-Ext BD. Right-click and select Create Subnet.

11. In the Create Subnet pop-up window, for the Gateway IP, enter IP address and mask (for example,
172.19.201.254/24). Select checkboxes for Advertised Externally and Shared between the VRFs.

dsco APIC

Virtual Networking L4-L7 Services Admin Operations Apps Integrat

System Tenants Fabric

| common | HXV-App-A | HXV-Foundation | ASV-Foundat

ALL TENANTS | AddTenant | Tenant Search: iEllclelgts[cElels

HXV-App-A

™ Rridana Namain - HY\/-Ann-A-Fvt RN

C» Quick Start Create Subnet (2 1<)

Bl +oxv-App-a Gateway IP: [ 172.19.201.254/24
= Application Profiles address/mask
@ HXV-App-A_AP Treat as virtual IP address: [_]
Make this IP address primary: [_]
= Networking

Scope: [] Private to VRF
= Bridge Domains Advertised Externally
[¥] Shared between VRFs

@) HXV-App-A-Ext.
Description: | optional

@) HXV-App-A-HxB

@) HXV-App-A-int_
B VRFs Subnet Control: [_] No Default SVI Gateway
[ Querier IP

I External Bridged Net
= L30uts
= Dot1Q Tunnels

[ Contracts

L3 Out for Route Profile: | select a value

Route Profile: | select a value

12. Click Submit.

EPG for App

To create EPG for App tier, follow these steps:

1. Use a browser to navigate to APIC’s Web GUI. Login with the admin account.

2. From the top menu, select Tenants > HXV-App-A. If you do not see this tenant in the top navigation menu,
select Tenants > ALL TENANTS and double-click on HXV-App-A.
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3. Inthe left navigation pane, navigate to Tenant HXV-App-A > Application Profiles > HXV-App-A AP.
4. Right-click and select Create Application EPG.

5. Inthe Create Application EPG pop-up window, specify a Name for the EPG (HxV-A-App_ EPG) . Leave Intra
EPG Isolation as Unenforced. For the Bridge Domain, select HXV-App-A-Int_ BD from the drop-down list.
Check the box next to Associate to VM Domain Profiles.

afran
cisco AP|C
system WRCUEUESM  Create Application EPG [ 2 ¥
ALL TENANTS | Add Tena 3 ’
STEP 1 > Identity 1. Identity 2. Domains
HXV-App-A
Name: | HXV-A-App_EPG
CP Quick Start Alias:
B8 Hxv-App-a Description: | optional
= Application Profiles
@ HXV-App-A_AP
Tags:
s Networking enter tags separated by comma
= Contracts Contract Exception Tag:
= Policies QoS class: Unspecified
= Services Custom QoS:  select a value

Data-Plane Policer: select a value

Intra EPG Isolation: Enforced Unenforced
Preferred Group Member: Exclude

Flood in Encapsulation: Disabled
Bridge Domain: | HXV-App-A-int_BD v @

Monitoring Policy: select a value

FHS Trust Control Policy: ' select a value

Shutdown EPG: []

Associate to VM Domain Profiles:

Statically Link with Leaves/Paths: [_]
EPG Contract Master: %

Application EPGs

6. Click Next.

7. In STEP 2 > Domains window, click [+] to the right of Associate VM Domain Profiles. For the Domain Profile,
select VvMware/HXV1-vDS from the drop-down list. Change the Deployment Immediacy and Resolution
Immediacy to Immediate.
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e
cisco AP|C
system QREUENS) Create Application EPG
ALL TENANTS | Add
STEP 2 > Domains
HXV-App-A
Associated VM
e (S Domain Profiles:
C’ Quick Start Domain Deployment Resolution Delimiter Encap Mode Port Encap Allow Micro-
Profile Immediacy Immediacy (or Segmentation
Secondary
VLAN for
Micro-Seg)
vlan-10
VMware; Immediate Immediate Auto Vaiid Encap O

Example: vlan-10

L

w +

Switching
Mode

= Policies

8. Click Update and then click Finish to complete the configuration.

In the left navigation pane, navigate to tenant HXV-App-A > Networking > Bridge Domains > HXV-

App-A-Int BD. Right-click and select Create Subnet.

10. In the Create Subnet pop-up window, for the Gateway IP, enter IP address and mask (for example,

172.19.202.254/24). Select checkboxes for Advertised Externally and Shared between the VRFs.

APIC

cisco
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALL TENANTS | Add Tenant | Tenant Search: QEREReIe - elg | common | HXV-App-A | HXV-Foundation | ASV-Foundation |

HXV-App-A
i @ @@ © Bridge Domain - HXV-App-A-Int_BD

C» Quick Start Create Subnet

Bl Hxv-App-A

= Application Profiles

Gateway IP:

172.19.202.254/24

address/mask

B Networking

Treat as virtual IP address: D

Make this IP address primary: |
Scope: [] Private to VRF

Advertised Externally
Shared between VRFs

[ Bridge Domains
@) HXV-App-A-Ext_BD
@) HXV-App-A-HxB-Priv-BD

@) HXV-App-A-Int_BD
= VRFs
[ External Bridged Networks
= L30uts
= Dot1Q Tunnels

= Contracts
= Policies
I Services

11. Click Submit.

Description: optional

Subnet Control: [_] No Default SVI Gateway

[ Querier 1P

L3 Out for Route Profile: ' select a value

Route Profile:  select a value
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Verify Virtual Networking for the Application EPGs

When the Application EPGs are provisioned in the ACI fabric and associated with a VMM domain, you should see

corresponding port-groups on the VMware vDS switch in VMware vCenter. Now application virtual machines can

be deployed and add to one of the port-groups for connectivity across the ACI Multi-Pod fabric. To verify that the
port-groups have been created in the VMM domain (VMware vCenter), follow these steps:

1.

Use a browser to navigate to the VMware vCenter server managing the HyperFlex Application cluster. Click
the vSphere Web Client of your choice. Log in using an Administrator account

Navigate to the Home screen, select Networking in the Inventories section.

In the left navigation pane, expand the datacenter folder and distributed virtual switch created by the Cisco
APIC.

In the right windowpane, navigate to Configure > Topology. The port-groups associated with the two EPGs
should’ve been automatically created by APIC’s integration with VMware vCenter.

The application virtual machines can now be deployed and added to these port-groups. However, for
connectivity outside the EPG, the necessary contracts need to be provided and consumed between the
different EPGs as outlined in the next section.

Configure Contracts

App-Tier to Web-Tier Contract

To enable communication between Web and App tiers of the application, follow these steps:

.

You can use more restrictive contracts to replace the A11low-Shared-L30ut contract defined in this ex-
ample.

Provided Contract in EPG App-A
To add a Provided Contract in EPG App-A, follow these steps:

1.
2.

Use a browser to navigate to APIC’s Web GUI. Login with the admin account.

From the top menu, select Tenants > HXV-App-A. If you do not see this tenant in the top navigation menu,
select Tenants > ALL TENANTS and double-click on HXV-App-A.

From the left navigation pane, expand and select Tenant HXV-App-2A > Application Profiles > HXV-App-A AP
> Application EPGs > HXV-A-App EPG.

Right-click BXvV-A-App_ EPG and select Add Provided Contract.

In the Add Provided Contract pop-up window, for Contract, select Create Contract from end of the drop-
down list.
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asco APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALL TENANTS | AddTenant | Tenant Search: REMEReIReCES | common | HXV-App-A | HXV-Foundation | A{

AR GICICR - :r; - Hxv-A-App EPG
C» Quick Start
ﬁ HXV-App-A el
B Application Profiles
Add Provided Contract 00

@) HXv-App-A_AP

& Application EPGs Contract: [select a value Ve
& HXV-A-App_EPG & Allow-Shared-L30ut

05!
&S HXV-A-HxBench-Pr common
Contract Label:

&S HXV-A-HxBench-Py Allow-Web-to-App
Subject Label: HXV-App-A

&S HXV-A-Web_EPG
= uSeg EPGs default

common
B Networking

B Contracts __sn_inb_contract

common
= Policies Cancel
= Services

Create Contract

6. Inthe Create Contract pop-up window, for Name, specify a name for the contract (Allow-Web-to-2pp).
For Scope, select Tenant from the drop-down list.

&l APIC

System REIENS Fabric Virtual Networking L4-L7 Services  Admin Operations Apps Integrat

ALL TENANTS | AddTenant | Tenant Search: [QEIMEEsIas g | common | HXV-App-A | HXV-Foundation | ASV-Foundaf]

HXV-App-A
O quee Create Contract
Name: | Allow-Web-to-App
Alias:
Scope: | Tenant
QoS Class: | Unspecified
Target DSCP: | Unspecified

Description: | optional

Tags:

enter tags separated by cc

Subjects: +

Name Description

7. For Subjects, click [+] to add a Contract Subject.

8. In the Create Contract Subject pop-up window, specify a Name (Allow-Web-to-App_Subj) for the subject.
For Filters, click [+] on the right side of the window to add a Contract filter.

9. For the Name, click on the drop-down list and click [+] to add a new filter.
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|
C|I5C|O Aplc
System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations
ALLTENANTS | AddTenant | TenantSearch: [[EIIRUgeeeoiSl | common | HXV-App-A | HXV-Foundation | ASV-Foundation | infra
HXV-App-A
Cr =y gt
[T Name Tenant [LRARR_Suo)
= Tenant: HXV-App-A
) Allow-All HXV-App-A
Allow-HxB...  HXV-App-A I
7 Allow-Web... HXV-App-A
= Tenant: common lect an option
Fi Allow-All common
) __sn_inb_fi... common
arp common flon
) default common
) est common
) lemp common
wefewr common Directives Action Priority
“se\ectan option | none * Permit
| «=»

10. In the Create Filter pop-up window, specify a Name for the filter; Allow-Web-A-All. For Entries, click [+] on
the right side of the window to add an Entry. Enter a Name for the Entry, for example: Allow-Al1l. For the
EtherType, select IP from the drop-down list.

alraln : e e e
cisco APIC cEr
System

ALLTENANTS | AddTenant | Tenant Search: [EIRORUCGEMM | common | HXV-App-A | HXV-Foundation | ASV-Foundation | infra

Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrations

| Create Filter
Name:  Allow-Web-A-All
Alias:

Description: optional

Tags:
Entries: oW +
Name Alias  EtherType ARPFlag  IP Protocol Match ~ Stateful Source Part / Range Destination Port / Range TCP Session Rules
Only
Fragments From To From To
Allow-# 3 " Unspecified m] |

Cancel

11. Click Update and Submit to finish creating the filter and close the Create Filter pop-up window.

12. Click Update in the Create Contract Subject pop-up window and OK to finish creating the Contract Subject
and close the Create Contract Subject pop-up window.
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dil APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Integrat

ALL TENANTS | AddTenant | Tenant Search: [EIRIEReIgs[clelg | common | HXV-App-A | HXV-Foundation | ASV-Foundaj

HXV-App-A (\F\) =

.

C» Quick Start Create Contract (Y x)
B Hxv-App-A Name: | Allow-Web-to-App

= Application Profiles Alias:

Add

B Application EPGs QoS Class: | Unspecified

@ Hxv-App-A_AP Scope: | Tenant

T

% HXV-A-App_EPG Target DSCP: Unspecified
o ¢ ‘Ranch-PH .

% HXV-A-HxBench-Pr Description:  optional

B\ HxV-A-HxBench-Py

B\ HXV-A-Web_EPG

Tags:
= uSeg EPGs enter tags separated by comma
B Networking Subjects: w +
B& Contracts Name Description

I Allow-Web-to-App_Subj

13. Click Submit to complete creating the Contract and close the Create Contract pop-up window.

dsco APIC

L4-L7 Services Admin

System Tenants Fabric Virtual Networking Operations Apps

ALL TENANTS | AddTenant | Tenant Search: [GELEKsIgs{=t1e1g A

| common | HXV-App-A | HXV-Foundation |

HXV-App-A @ (@
oP OI€IO - rG - Hxv-A-App_EPG

C» Quick Start
, Sum
B Hxv-app-A

= Application Profiles

@ Hxv-App-A A0 Add Provided Contract 00

B Application EPGs Contract: Allow-Web-to-App 1%
Type at least 4 characters to select contracts

o = ~

% HXV-A-App_EPG
© MR QoS: Unspecified

5 HXV-A-HxBench-P
% s Contract Label: “ I

&S Hxv-A-HxBench-Py
Subject Label:
HXV-A-Web_EPG

= Networking

B Contracts

14. Click Submit to complete adding the Provided Contract and close the Add Provided Contract pop-up window.
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Consume Contract in EPG Web-A
To consume a Contract in EPG Web-A, follow these steps:
1. Use a browser to navigate to APIC’s Web GUI. Login using the admin account.

2. From the top menu, select Tenants > HXV-App-A. If you do not see this tenant in the top navigation menu,
select Tenants > ALL TENANTS and double-click on HXV-App-A.

3. Inthe left navigation pane, expand and select Tenant HXV-App-A > Application Profiles > HXV-App-A AP >
Application EPGs > HXV-A-Web_ EPG. Right-click and select Add Consumed Contract.

4. Inthe Add Consumed Contract pop-up window, select the newly created contract (Allow-Web-to-App)
from the drop-down list.

&l APC

System LCHERS Fabric Virtual Networking L4-L7 Services Admin Operations Apps

ALLTENANTS | AddTenant | TenantSearch: (RS | common | HXV-App-A | HXV-Foundation | Ag

e GICICN . :oc - Hxv-a-Web_EPG
C» Quick Start
B Hxv-App-A St
= Application Profiles
@ HxV-App-A_AP Add Consumed Contract 09

B Application EPGs Contract: Allow-Web-to-App i
8§ HXV-A-App_EPG

Type at least 4 characters to select contracts

o QoS:  Unspecified
€§ HXV-A-HxBench-Pri

o Contract Label:
& HXV-A-HxBench-Pu
& HXV-A-Web_EPG Subject Label:

B uSeg EPGs

= Networking

= Contracts

5. Click Submit to complete adding the Consumed Contract.

Web-Tier to Shared L30ut Contract

To enable App-A’s Web VMs to communicate outside the Fabric, Shared L3 QOut contract defined in the Common
Tenant will be consumed by the Web EPG. To enable Web virtual machines to outside the fabric, follow these
steps:

1. Use a browser to navigate to APIC’s Web GUI. Login using the admin account.

2. From the top menu, select Tenants > HXV-App-A. If you do not see this tenant in the top navigation menu,
select Tenants > ALL TENANTS and double-click on HXV-App-A.

3. Inthe left navigation pane, expand and select Tenant HXV-App-2A > Application Profiles > HXV-App-A AP >
Application EPGs > HxV-A-Web EPG. Right-click and select Add Consumed Contract.

4. Inthe Add Consumed Contract pop-up window, select the shared L30ut contract (common/Allow—
Shared-L30ut) .
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o APIC

System Tenants Fabric Virtual Networking L4-L7 Services Admin Operations Apps Intg

ALL TENANTS | Add Tenant | Tenant Search: [EREReIgs[cEd | common | HXV-App-A | HXV-Foundation | ASV-Fd

St GICICN - o - Hxv-A-web_EPC

Cb Quick Start

BH Hxv-App-A Add Consumed Contract 0

& Appiication Profiles Contract: Allow-Shared-L30ut @
T",J[JO at least 4 characters to select contracts
QoS: Unspecified
. EPG Contract Label:
A\Pp_EPG

HxBench-Private Subject Label:

HxBench-Public_

Neb_EPG

5. Click Submit to complete adding the Consumed Contract.
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Solution Validation
]

This section provides a high-level summary of the validation done for this CVD.
Validated Hardware and Software

Table 77 lists the hardware and software versions used to validate the solution in Cisco labs. The versions are
consistent with versions recommended in the interoperability matrixes supported by Cisco and VMware.
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Table 77 Hardware and Software Versions

Pod 1 Pod2
Cisco APICM2 Server x 2 Cisco APICM2 Server x 1 4.2.41 S ARG
(RPIC-SERVER-M2) (RPIC-SERVER-M2)
Cisco Nexus 9364C x 2 Cisco Nexus 9364C x 2 2ci-n9000-dk9.14.2.41  ACI Spine switches
(N9K-C9364C) (N9K-C9364C)
Network Cisco Nexus 93180YC-EX x 2 Cisco Nexus 93180YC-EX x 2 q_ _ .
(9K C971 80YC-EX) (N9K-C931 80YC~EX) aci-n9000-dkd.14.2.41  ACl Leaf switches for HyperFlex Applications Cluster

(ACI MultiPod Fabric)
Cisco Nexus931B0YC-FX x 2

(M9K-C931 80YC-FX) - aci-n9000-dk9.14.2.41  ACl Leaf switches for HyperFlex Management Cluster

cm&;‘:fg ;)?gxp)’c E cm?n'::f; ;)?gxp)’c E aci-n9000-dk9.14.2.41  AC Border Leaf switches for Shared L30ut
Cisco Nexus93180YC-EX x 2 Cisco Nexus93180YC-EX x 2 . ' 1 lone Mot
(N9E-C93180¥C-EX) (N9E-C931 80¥C-EX) TR S-A () PN Rloyeclin NX-OF
Witness VM 1.0.8 Deployed in infrastructure cutside the ACl fabric
Pod 1 Pod 2
Hyperconverged Infrastructure * 4-node Management Cluster (Standard Cluster);
= - c“?;;‘ggf MT:? By - 4.0(2b) * Cisco HyperFlex Hybrid M4 Nodes with 10G VIC 1227

(Cisco HyperFlex Standard & (UCSC~-MLOM-CSC-02)

Stretched Clusters) Cisco UCS 6248 Fl x 2

(UCS-FI-6248UF) - 4.0(4h) 1RU 10G Fabric Interconnect with 48 ports

+ 8-node Application Cluster (4-4 Stretch Cluster);

Cisco HX220C-M55X x 4 HX220C-M5SX x 4
4.0({2b .
{HR220C-M55K) {HK220C-M55K) e "j;g“;m;{;“ﬂ'cf_?;"m with 40G VIC 1387
Cisco UCS 6332 FIx 2 Cisco UCS 6332 FIx2 4.0(1h) + Pod 1Fl: 1RU, 40G Fl with 40 ports (24 fixed ports)
(UCS-FI-6332-16UP) (UCS-FI-6332UF) : « Pod 2 FI: 1RU, 40G FI with 32 fixed ports
Pod 1 Pod 2

VMware vSphere 6.7 U3 PO1 VMware vSphere 6.7U3 6.7 U3p0l Hypervisor — Custom Cisco Build: 15160138
Virtualization + Hosted on infrastructure outside the ACi fabric
UMwaie e nte] Se:,ver Appliance - 6.7 U3f + vCenter for Application & Management Cluster

6.7U3 + Version: 6.7.0.43000 Build Number 15876728
VMwarevDs VMwarevDs 6.6.0 Virtual Switches —VMware vD5S used in Management Clustar

& Application Cluster; Cisco AVE can also be used

Cloud-based security for Enterprise; Virtual
Cisco Umbrella Appli (0 1) deployed o i
https://umbrella.cisco.com

Cluster is d by a VMware vCenter Server
outside AC| Fabric

Virtual Switches —VMware vD5 in Management Cluster and
Cisco AVE in Application Cluster

Cisco UCS Manager 4.0{4h)

Cisco HyperFlex Connect

Management & Monitoring Cisco Intersight Cloud-based Management Tool
Cisco Network Assurance Engine 4.1(2)
Cisco Network Insights — Advisor 1.01(3)
Cisco Network Insights — Resources 2.141)
Cisco HyperFlex vCenter Plugin 4.0.2.35410 vCenter 6.7 —added by HX Installer
Cisco ACI vCenter Plugin 4.2.3000.17

HX Bench, VdBench Load Generation Tools

Interoperability

To use hardware models or software versions that was different from the ones , verify interoperability using the
following matrixes. Also, review the release notes for release and product documentation.

e (isco UCS and HyperFlex Hardware and Software Interoperability Tool

e (Cisco ACI Recommended Release

e (Cisco ACI Virtualization Compatibility Matrix
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Solution Validation

e Cisco APIC and ACI Virtual Edae Support Matrix

o VMware Compatibility Guide

Solution Validation

The solution was validated for basic data forwarding by deploying virtual machine running VdBench and IOMeter
tools. The system was validated for resiliency by failing various aspects of the system under load. Examples of the
types of tests executed include:

e Failure and recovery of various links and components between the sites and within each site.
e Failure events triggering vSphere high availability between sites.
e Failure events triggering vMotion between sites.

e All tests were performed under load, using load generation tools. Different IO profiles representative of
customer deployments were used.
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Summary

Summary

The Cisco HyperFlex Stretched Cluster with Cisco ACI Multi-Pod Fabric solution for VMware vSphere
deployments delivers an active-active data center solution that can span different geographical locations to
provide disaster avoidance in Enterprise data centers. In the event of a site failure, Cisco HyperFlex stretched
cluster can enable business continuity with no data loss. To interconnect the data centers, Cisco HyperFlex offers
is integrated with Cisco ACI Multi-Pod fabric to provide seamless Layer 2 extension and workload mobility
between sites. Cisco ACI also offers a software-defined, application-centric, policy-based network architecture
that enable applications to be deployed in a simple and secure manner. The ACI Multi-Pod fabric is also centrally
and uniformly managed using a single APIC cluster that simplifies the operation of a multi data center solution. The
hyperconverged infrastructure is also centrally managed from the cloud using Cisco Intersight.
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References

Cisco HyperFlex

e Comprehensive Documentation for Cisco HyperFlex: http://hyvperflex.io

e Comprehensive Documentation Roadmap for Cisco HyperFlex:
https://www cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/H
X_Documentation Roadmap/HX Series Doc Roadmap.html

e Pre-installation Checklist for Cisco HX Data Platform:
https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/H
perflex Preinstall Checklist/b HX Data Platform Preinstall Checklist.html

o HyperFlex Hardening Guide: https://www.cisco.com/c/dam/en/us/support/docs/hyperconverged-
infrastructure/hyperflex-hx-data-platform/HX-Hardening Guide v3 5 v12.pdf

e HyperFlex Installation Guide for Cisco Intersight:
https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/H
perflex Installation Guide for Intersight/b HyperFlex Installation Guide for Intersight/b HyperfFlex Inst
allation Guide for Intersight chapter 011.html

e Operating Cisco HyperFlex HX Data Platform Stretched Clusters:
https://www.cisco.com/c/dam/en/us/products/collateral/hvperconverged-infrastructure/hyvperflex-hx-
series/operating-hyperflex.pdf

e Cisco HyperFlex Systems Stretched Cluster Guide, Release 3.5:
https://www.cisco.com/c/en/us/td/docs/hyperconverged systems/HyperFlex HX DataPlatformSoftware/H
perfFlex Stretched Cluster/3 5/b HyperFlex Svystems Stretched Cluster Guide 3 5 .html

Cisco UCS

e Cisco Unified Computing System:
http://www.cisco.com/en/US/products/ps10265/index.html

e (Cisco UCS 6300 Series Fabric Interconnects:
http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-6300-series-fabric-
interconnects/index.html

e (Cisco UCS 5100 Series Blade Server Chassis:
http://www.cisco.com/en/US/products/ps102/9/index.html

e Cisco UCS 2300 Series Fabric Extenders:
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-6300-series-fabric-
interconnects/datasheet-c/8-675243 html

e (Cisco UCS 2200 Series Fabric Extenders:
https://www cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-6300-series-fabric-
interconnects/data sheet ¢/8-675243 html

e (Cisco UCS B-Series Blade Servers:
http://www.cisco.com/en/US/partner/products/ps10280/index.html
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https://www.cisco.com/c/dam/en/us/support/docs/hyperconverged-infrastructure/hyperflex-hx-data-platform/HX-Hardening_Guide_v3_5_v12.pdf
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https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HyperFlex_Stretched_Cluster/3_5/b_HyperFlex_Systems_Stretched_Cluster_Guide_3_5.html
https://www.cisco.com/c/en/us/td/docs/hyperconverged_systems/HyperFlex_HX_DataPlatformSoftware/HyperFlex_Stretched_Cluster/3_5/b_HyperFlex_Systems_Stretched_Cluster_Guide_3_5.html
http://www.cisco.com/en/US/products/ps10265/index.html
http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-6300-series-fabric-interconnects/index.html
http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-6300-series-fabric-interconnects/index.html
http://www.cisco.com/en/US/products/ps10279/index.html
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-6300-series-fabric-interconnects/datasheet-c78-675243.html
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-6300-series-fabric-interconnects/datasheet-c78-675243.html
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-6300-series-fabric-interconnects/data_sheet_c78-675243.html
https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-6300-series-fabric-interconnects/data_sheet_c78-675243.html
http://www.cisco.com/en/US/partner/products/ps10280/index.html

References

e (Cisco UCS C-Series Rack Mount Servers:
http://www.cisco.com/c/en/us/products/servers-unified-computing/ucs-c-series-rack-servers/index.html

e (Cisco UCS VIC Adapters:
http://www.cisco.com/en/US/products/ps10277/prod module series home.html

e (Cisco UCS Manager:
http://www.cisco.com/en/US/products/ps 10281 /index.html

e (Cisco UCS Manager Plug-in for VMware vSphere Web Client:
http://www.cisco.com/c/en/us/td/docs/unified computing/ucs/sw/vmware tools/vCenter/vCenter Plugin R
elease Notes/? 0/b vCenter RN for 2x.html

Cisco ACI Application Centric Infrastructure (ACI)

e Cisco ACI Infrastructure Best Practices Guide:
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/ 1 -
x/ACI Best Practices/b ACI Best Practices.html

e Cisco ACI Infrastructure Release 2.3 Design Guide:
https://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/application-centric-
infrastructure/white-paper-c11-737909 pdf

e Cisco ACI Multi-Pod Configuration Whitepaper: https://www.cisco.com/c/en/us/solutions/collateral/data-
center-virtualization/application-centric-infrastructure/white-paper-c11-739714 html

e Cisco ACI Multi-Pod White Paper:
https://www.cisco.com/c/en/us/solutions/collateral/data-center-virtualization/application-centric-
infrastructure/white-paper-c11-737855 html

e Cisco APIC Layer Network Configuration Guide, Release 4.0(1):
https://www cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/4-x/l 3-configuration/Cisco-
APIC-L aver-3-Networking-Configuration-Guide-401/Cisco-APIC-L aver-3-Networking-Configuration-
Guide-401 chapter 010110.html#id 30270

e ACI Switch Command Reference, NX-0OS Release 13.X:
https://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/3-
x/cli/inxos/13x/b ACI Switch Command Ref 13x.html

Cisco AVE

e (Cisco ACI Virtual Edge White paper:
https://www.cisco.com/c/dam/en/us/solutions/collateral/data-center-virtualization/application-centric-
infrastructure/white-paper-c11-740131 .pdf

e (Cisco APIC and ACI Virtual Edge Support Matrix:
https://www cisco.com/c/dam/en/us/td/docs/Website/datacenter/aveavsmatrix/index.html

Security

e Integrating Cisco Umbrella to Cisco HyperFlex and Cisco UCS Solutions:
https://www.cisco.com/c/dam/en/us/products/collateral/hvperconverged-infrastructure/hyvperflex-hx-
series/whitepaper-c11-741088 pdf
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Interoperability Matrixes

e Cisco UCS and HyperFlex Hardware Compatibility Matrix: https://ucshcltool.cloudapps.cisco.com/public/

e VMware and Cisco Unified Computing System:
http://www.vmware.com/resources/compatibilit

e Cisco ACI Virtualization Compatibility Matrix:
https://www.cisco.com/c/dam/en/us/td/docs/Website/datacenter/aci/virtualization/matrix/virtmatrix.html

e (isco APIC and ACI Virtual Edge Support Matrix:
https://www.cisco.com/c/dam/en/us/td/docs/Website/datacenter/aveavsmatrix/index. html

316


https://ucshcltool.cloudapps.cisco.com/public/
http://www.vmware.com/resources/compatibility
https://www.cisco.com/c/dam/en/us/td/docs/Website/datacenter/aci/virtualization/matrix/virtmatrix.html
https://www.cisco.com/c/dam/en/us/td/docs/Website/datacenter/aveavsmatrix/index.html

About the Author

About the Author

Archana Sharma, Technical Leader, Cisco UCS Data Center Solutions, Cisco Systems Inc.

Archana Sharma is Technical Marketing Engineer with over 20 years of experience at Cisco on a range of
technologies that span Data Center, Desktop Virtualization, Collaboration, and other Layer2 and Layer3
technologies. Archana is focused on systems and solutions for Enterprise and Provider deployments, including
delivery of Cisco Validated designs for 10 years. Archana is currently working on designing and integrating Cisco
UCS-based Converged Infrastructure solutions. Archana holds a CCIE (#3080) in Routing and Switching and a
Bachelor’s degree in Electrical Engineering from North Carolina State University.

Acknowledgements

For their support and contribution to the design, validation, and creation of this Cisco Validated Design, the author
would like to thank:

e Haseeb Niazi, Technical Marketing Engineer, Cisco Systems, Inc.

317



	About the Cisco Validated Design Program
	Table of Contents
	Executive Summary
	Solution Overview
	Introduction
	Audience
	Purpose of this Document
	What’s New in this Release?
	Solution Summary

	Solution Deployment Overview
	Solution Deployment – ACI Fabric (Single Pod)
	Deployment Overview
	Physical Connectivity
	Initial Setup of APIC(s) in Pod-1
	Deploy Spine and Leaf switches in Pod-1
	Configure Global Policies
	Configure Pod Policies for Pod-1
	Enable/Review ACI Fabric Settings
	Pre-configure Access Layer Policies

	Physical Connectivity
	Initial Setup of APIC(s) in Pod-1
	Prerequisites
	Setup Information
	Deployment Steps

	Deploy Spine and Leaf Switches in Pod-1
	Setup Information
	Add Leaf Switches to the ACI Fabric
	Upgrade Firmware on Leaf Switches in Pod-1 (Optional)
	Add Spine Switches to the ACI Fabric
	Verify Spine and Leaf Switches are Added to the ACI Fabric
	Upgrade Firmware on Spine Switches in Pod-1 (Optional)
	Configure Out-of-Band and In-Band Management for Switches in Pod-1

	Configure Global Policies
	Configure Time Zone Policy
	Configure DNS Policy

	Configure Pod Policies for Pod-1
	Configure NTP for Pod-1
	Update BGP Route Reflector Policy for Pod-1
	Update Pod Profile to Apply Pod Policies

	Enable/Review ACI Fabric Settings
	COS Preservation (Fabric Wide Setting)
	Enforce Subnet Check for Endpoint Learning (Fabric Wide Setting)
	Limit IP Learning to Subnet (Bridge-domain, Optional)
	IP Aging (Fabric Wide Setting)
	Endpoint Learning
	IP Dataplane Learning
	L2 Unknown Unicast
	Clear Remote MAC Entries
	Unicast Routing
	ARP Flooding
	GARP-based Detection
	Jumbo Frames and MTU   

	Pre-configure Access Layer Policies
	Setup Information
	Deployment Steps
	Create Link Level Policies
	Create CDP Interface Policies
	Create LLDP Interface Policies
	Create Port Channel Policies
	Create L2 Interface (VLAN Scope) Policies
	Create Spanning Tree Interface Policies
	Create Firewall Policy



	Solution Deployment – ACI Fabric (to Outside Networks from Pod-1)
	Deployment Overview
	Create VLAN Pool for Shared L3Out
	Setup Information
	Deployment Steps

	Configure Domain Type for L3Out
	Setup Information
	Deployment Steps

	Create Attachable Access Entity Profile for L3Out
	Setup Information
	Deployment Steps

	Configure Interfaces to L3Out
	Setup Information
	Create Interface Policy Group for L3Out Interfaces
	Create Interface Profile for L3Out Interfaces
	Create Leaf Switch Profile for L3Out

	Configure Tenant Networking for Shared L3Out
	Setup Information
	Deployment Steps

	Configure OSPF Interface Policy for L3Out in Pod-1
	Setup Information
	Deployment Steps

	Create Contracts for Shared L3Out in Pod-1
	Setup Information
	Deployment Steps

	Provide Contracts for Shared L3Out in Pod-1
	Setup Information
	Deployment Steps

	Configure L3Out Connectivity for Pod-1
	Setup Information
	Deployment Steps

	Configure External Gateways in the Outside Network
	Enable Protocols
	Configure OSPF
	Configure Interfaces



	Solution Deployment – ACI Fabric (Multi-Pod)
	Prerequisites
	Topology
	Deployment Overview
	Physical Connectivity
	Deploy Inter-Pod Network (IPN)
	Setup ACI Fabric for Multi-Pod
	Setup Pod-2 Spine Switches, Leaf Switches, and APICs

	Deployment Guidelines
	Deploy Inter-Pod Network
	Deployment Overview
	Physical Connectivity
	Configure IPN Devices in Pod-1
	Configure IPN Devices in Pod-2

	Enable Connectivity to IPN from Pod-1
	Prerequisites
	Deployment Overview
	Setup Information
	Deployment Steps

	Deploy ACI Fabric in Pod-2
	Deployment Overview
	Physical Connectivity
	Deploy Spine and Leaf Switches in Pod-2
	Prerequisites
	Deployment Overview
	Setup Information
	Add Pod-2 Spine Switches to the ACI Multi-Pod fabric
	Upgrade Firmware on Spine Switches in Pod-2 (Optional)
	Add Pod-2 Leaf Switches to the ACI Multi-Pod fabric
	Upgrade Firmware on Leaf Switches in Pod-2 (Optional)
	Configure Out-of-Band and In-Band Management for Pod-2 Switches

	Configure NTP for Pod-2
	Update BGP Route Reflector Policy for Pod-2
	Update Pod Profile to Apply Pod Policies
	Setup Information
	Deployment Steps


	Enable Connectivity to IPN from Pod-2
	Setup Information
	Deployment Steps
	Configure DHCP Relay on IPN Devices

	Deploy APICs in Pod-2
	Prerequisites
	Deployment Overview
	Initial Setup of Pod-2 APIC
	Prerequisites
	Setup Information
	Deployment Steps

	Verify Pod-2 APIC is Part of the APIC Cluster
	Add Pod-2 APIC as DHCP Relay Destination
	Setup Information
	Configure DHCP Relay for Pod-2 APIC on IPN Devices in Pod-1


	Verify ACI Multi-Pod Fabric Setup
	Verify OSPF Status on Spine Switches
	Verify MP-BGP EVPN Status on Spine Switches
	Verify COOP Status on Spine Switches


	Solution Deployment – ACI Fabric (To Outside Networks from Pod-2)
	Deployment Overview
	Create VLAN Pool for Shared L3Out
	Setup Information
	Deployment Steps

	Configure Domain Type for L3Out
	Setup Information
	Deployment Steps

	Create Attachable Access Entity Profile for L3Out
	Setup Information
	Deployment Steps

	Configure Interfaces to L3Out
	Setup Information
	Create Interface Policy Group for L3Out Interfaces
	Create Interface Profile for Interfaces to L3Out
	Create Leaf Switch Profile to L3Out

	Configure Tenant Networking for Shared L3Out
	Configure OSPF Interface Policy for L3Out in Pod-2
	Setup Information
	Deployment Steps

	Create Contracts for Shared L3Out in Pod-2
	Provide Contracts for Shared L3Out in Pod-2
	Setup Information
	Deployment Steps

	Configure L3Out Connectivity for Pod-2
	Setup Information
	Deployment Steps

	Configure External Gateways in the Outside Network
	Enable Protocols
	Configure OSPF
	Configure Interfaces



	Solution Deployment – ACI Fabric (to Cisco UCS Domains)
	Deploy New Leaf Switches for Connectivity to Cisco UCS Domains
	Topology
	Setup Information
	ACI Fabric Discovery of Leaf Switches
	Add Nexus 9000 Series Leaf Switches to the ACI Fabric
	Setup Out-of-Band and In-Band Management for New Leaf Switches

	Enable Access Layer Connectivity to Cisco UCS Domains
	Topology
	Enable 40Gbps on Links to Cisco UCS Domain
	Enable Access Layer Configuration to Cisco UCS Domain
	Deployment Workflow
	Create VLAN Pool for Cisco UCS Domain
	Create Domain Type for Cisco UCS Domain
	Create Attachable Access Entity Profile for Cisco UCS Domain
	Create Interface Policies for the vPC Interfaces to Cisco UCS Domain
	Create Interface Policy Group for the vPC Interfaces to Cisco UCS Domain
	Create Leaf Interface Profile for the vPC Interfaces to Cisco UCS Domain
	Create Switch Policies for the vPC Interfaces to Cisco UCS Domain
	Create Leaf Switch Profile



	Solution Deployment – Setup Cisco UCS Domains
	Setup Information
	Bring Up Cisco UCS Domain with Fabric Interconnects
	Cisco UCS Fabric Interconnect A (FI-A)
	Cisco UCS Fabric Interconnect B (FI-B)

	Initial Setup of Cisco UCS Domain
	Log into Cisco UCS Manager
	Upgrade Cisco UCS Manager Software to Version 4.0(1c)
	Configure Cisco UCS Call Home and Anonymous Reporting (Optional)
	Configure NTP
	Configure Uplink Ports on Each FI – To Nexus Leaf Switches in ACI Fabric
	Bundle Uplink Ports on each FI – To Nexus Leaf Switches in ACI Fabric
	Configuration of Server Ports – To HyperFlex Servers
	Auto-Discovery of Server Ports (Option 1)
	Manual Configuration of Server Ports (Option 2)
	Modify Chassis Discovery Policy – For Blade Servers Only (Optional)

	Enable Cisco Intersight Cloud-Based Management
	Prerequisites
	Cisco Intersight Licensing
	Setup Information
	Deployment Steps
	Connect to Cisco Intersight
	Collect Information from Cisco UCS Domain
	Add Cisco UCS Domain to Cisco Intersight
	Add Additional Cisco UCS Domains and Servers to Cisco Intersight



	Solution Deployment – Foundational Infrastructure for Cisco HyperFlex
	Create Foundation Tenant and VRF
	Setup Information
	Deployment Steps

	Configure ACI Fabric for HyperFlex In-Band Management
	Create Bridge Domain for In-Band Management
	Setup Information
	Deployment Steps

	Configure Subnet Gateway for In-Band Management
	Setup Information
	Deployment Steps

	Create Application Profile for In-Band Management
	Setup Information
	Deployment Steps

	Create EPG for In-Band Management
	Setup Information
	Deployment Steps

	Associate EPG with UCS Domain
	Setup Information
	Deployment Steps

	Add Contract to Access Outside Networks and Services
	Setup Information
	Deployment Steps


	Configure ACI Fabric for HyperFlex vMotion Traffic
	Create Bridge Domain for HyperFlex vMotion Traffic
	Setup Information
	Deployment Steps

	Configure Subnet Gateway for HyperFlex vMotion Traffic
	Setup Information
	Deployment Steps

	Create Application Profile for HyperFlex vMotion Traffic
	Setup Information
	Deployment Steps

	Create EPG for HyperFlex vMotion Traffic
	Setup Information
	Deployment Steps

	Associate EPG with UCS Domain
	Setup Information
	Deployment Steps

	Add Contract to Access Outside Networks and Services (Optional)
	Setup Information
	Deployment Steps



	Solution Deployment – HyperFlex Management Cluster
	Topology
	Setup ACI Fabric for HyperFlex Standard Cluster
	Create Static Binding for In-Band Management to HyperFlex Standard Cluster
	Setup Information
	Deployment Steps

	Create Static Binding for vMotion to HyperFlex Standard Cluster
	Setup Information
	Deployment Steps

	Configure ACI Fabric for Storage Data Traffic on HyperFlex Standard Cluster
	Create Bridge Domain for HyperFlex Storage Data Traffic on HyperFlex Standard Cluster
	Create Application Profile for HyperFlex Storage Data Traffic
	Create EPG for HyperFlex Storage on HyperFlex Standard Cluster
	Associate EPG for Storage Data Traffic with UCS Domain
	Create Static Binding for Storage Data Traffic to HyperFlex Standard Cluster


	Install HyperFlex Cluster (Management) using Cisco Intersight
	Prerequisites
	Setup Information
	Deployment Steps
	Verify Server Status before HyperFlex Install
	Connect to Cisco Intersight
	Deploy HyperFlex Cluster using Installation Wizard
	Verify HyperFlex Cluster Installation
	Complete Post-Installation Tasks
	Enable Smart Licensing
	Enable Syslog
	Manage Cluster using Cisco Intersight
	Manage Cluster using HyperFlex Connect
	(Optional) Manage Cluster using VMware vCenter (via Plugin)
	Enable/Disable Auto-Support and Notifications
	Create Datastores for Virtual Machines


	Migrate Virtual Networking to VMware vDS on HyperFlex Management Cluster
	Setup Information
	Deployment Steps
	Create VLAN Pool for VMM Domain
	Enable VMM Integration for HyperFlex Management Cluster
	Add HyperFlex ESXi Hosts to VMware vSphere vDS


	Deploy Virtual Machines – Infrastructure Management
	Configure ACI Fabric for Infrastructure Management
	Create Bridge Domain for Infrastructure Management
	Configure Subnet Gateway for Infrastructure Management
	Create Application Profile for In-Band Management
	Create EPG for Infrastructure Management and Associate with Bridge Domain
	Associate EPG with VMM Domain – Dynamic Binding
	Enable Contract to Access Outside Networks via Shared L3Out
	Create Contract to Enable Access to Infrastructure Management
	Enable Access to Infrastructure Management from Foundation Tenant EPGs

	Deploy HX Installer Virtual Machine in the HyperFlex Management Cluster


	Solution Deployment – HyperFlex Application Cluster
	Topology
	Deployment Overview
	Setup Cisco UCS Domain for HyperFlex Stretched Cluster
	Setup ACI Fabric for HyperFlex Stretched Cluster
	Create Static Binding for In-Band Management to HyperFlex Stretched Cluster
	Setup Information
	Deployment Steps

	Create Static Binding for vMotion to HyperFlex Stretched Cluster
	Setup Information
	Deployment Steps

	Configure ACI Fabric for Storage Data Traffic on HyperFlex Stretched Cluster
	Create Bridge Domain for Storage Data Traffic on HyperFlex Stretched Cluster
	Create Application Profile for Storage Data Traffic on HyperFlex Stretched Cluster
	Create EPG for Storage Data Traffic on HyperFlex Stretched Cluster
	Associate EPG for Storage Data Traffic with Cisco UCS Domain
	Create Static Binding for Storage Data Traffic to UCS Domain for HyperFlex Stretched Cluster


	Install HyperFlex Stretched Cluster (Applications) using HyperFlex Installer VM
	Prerequisites
	Setup Information
	Site 1 Information
	Site 2 Information
	Cluster Information

	Deployment Steps
	Verify Server Status in Site 1 and Site 2 Before HyperFlex Installation
	Access the HyperFlex Installer
	Configure Site 1 from Deployment Wizard
	Configure Site 2 from Deployment Wizard
	Deploy Witness Virtual Machine in a Third Site
	Create Stretch Cluster from Deployment Wizard
	Complete Post-Installation Tasks
	Enable Smart Licensing for Stretch HyperFlex Cluster
	Enable Syslog for Stretch HyperFlex Cluster
	Manage Cluster using Cisco Intersight
	Manage Cluster using HyperFlex Connect
	(Optional) Manage Cluster using VMware vCenter (through Plugin)
	Enable/Disable Auto-Support and Notifications
	Create Datastores for Virtual Machines with Site Affinity
	Configure vSphere DRS with Site Affinity
	vSphere High Availability Recommendations


	Migrate Virtual Networking to VMware vDS on HyperFlex Application Cluster
	Setup Information
	Deployment Steps
	Create VLAN Pool for VMM Domain
	Enable VMM Integration for HyperFlex Application Cluster
	Migrate HyperFlex ESXi Hosts to VMware vDS



	Solution Deployment – Onboarding Multi-Tier Applications
	Deployment Overview
	Prerequisites
	Configure ACI constructs for Application Traffic
	Create Tenant and VRF for Application
	Configure Bridge Domains
	Configure Application Profile

	Configure End Point Groups
	EPG for Web
	EPG for App

	Verify Virtual Networking for the Application EPGs
	Configure Contracts
	App-Tier to Web-Tier Contract
	Provided Contract in EPG App-A
	Consume Contract in EPG Web-A

	Web-Tier to Shared L3Out Contract


	Solution Validation
	Validated Hardware and Software
	Interoperability
	Solution Validation

	Summary
	References
	Cisco HyperFlex
	Cisco UCS
	Cisco ACI Application Centric Infrastructure (ACI)
	Cisco AVE
	Security
	Interoperability Matrixes

	About the Author
	Acknowledgements


