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Introduction

Cisco VN-Link in hardware is a hardware—based method of handling traffic to and from a virtual machine or
a server with a VIC adapter. This method is sometimes referred to as pass—through switching. This solution
replaces software—based switching with ASIC-based hardware switching and improves performance.

The distributed virtual switch (DVS) framework delivers VN-Link in hardware features and capabilities for
virtual machines on Cisco UCS servers with VIC adapters. This approach provides an end-to—end network
solution to meet the new requirements created by server virtualization. With VN-link in hardware, Layer 2
traffic between two VMs on the same host is not locally switched on the DVS but it sent upstream to the
UCs-6100 for the policy application and switching. Switching occurs in the fabric interconnect (hardware).
As a result, network policies can be applied to traffic between virtual machines. This capability provides
consistency between physical and virtual servers.

Note: VMotion is supported in the VN-Link Hardware.

Prerequisites

Requirements
Ensure that you meet these requirements before you attempt this configuration:

« Enterprise Plus License must be installed on the ESX hosts. This is required for DVS switching
function.



Components Used

The information in this document is based on these software and hardware versions. All components in the
chassis and blades have been upgraded to 1.3.1c.

» Cisco UCS 6120XP 2x N10-S6100

* 1 N20-C6508

* 2x N20-B6620-2

* Cisco UCS VIC M81KR Virtual Interface Card 2x N20—AC0002

These three main components must be connected for VN-Link in hardware to work:

* VMware ESX Host
A server with the VMware ESX installed. It contains a datastore and the virtual machines. The ESX
host must have a Cisco M81KR VIC installed, and it must have uplink data connectivity to the
network for communication with VMware vCenter.

* VMware vCenter
Windows-based software used to manage one or more ESX hosts. VMware vCenter must have
connectivity to the UCS management port for management plane integration, and uplink data
connectivity to the network for communication with the ESX Host. A vCenter extension key provided
by Cisco UCS Manager must be registered with VMware vCenter before the Cisco UCS instance cal
be acknowledged.

« Cisco UCS Manager

The Cisco UCS management software that integrates with VMware vCenter to handle some of the
network—-based management tasks.

The information in this document was created from the devices in a specific lab environment. All of the
devices used in this document started with a cleared (default) configuration. If your network is live, make sul
that you understand the potential impact of any command.

Cisco UCS Manager must have management port connectivity to VMware vCenter for management plane

integration. It also provides a vCenter extension key that represents the Cisco UCS identity. The extension
key must be registered with VMware vCenter before the Cisco UCS instance can be acknowledged.

Conventions

Refer to the Cisco Technical Tips Conventions for more information on document conventions.

Configure

In this section, you are presented with the information to configure the features described in this document.

Note: Use the Command Lookup Tool (registered customers only) to obtain more information on the
commands used in this section.

Network Diagram

Network Configuration VLAN and IP Ranges Used

« UCS Management VLAN 8j72.21.60.64/26



* VC/ESX Management VLAN 103j72.21.61.192/26
» Public VLAN 100i0.21.60.0/24
* VLAN numbers used 8,100,103
vCenter IP
e —172.21.61.222
Host IPs
« ESX Hosts

1.- pts-01 - 172.21.61.220
2.-pts-02 - 172.21.61.221

VM IPs

« RHEL5.5 VMs
1.-rhel5x-1 - 172.21.61.225
2.-rhel5x-2 - 172.21.61.226
3.-rhel5x-2 - 172.21.61.227
4. - rhel5x-2 - 172.21.61.228
5.-rhel5x-2 - 172.21.61.229
* Ubuntu VMs

1. - ubuntul0x-1 - 10.21.60.152
2. - ubuntulOx-2 - 10.21.60.153

This figure shows the three main components of VN-Link in hardware and the methods by which they are
connected:
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Configurations
Complete these steps in order to create a Dynamic vNIC Connection Policy.

1. In the Navigation pane, click the LAN tab.

2.0n the LAN tab, choose LAN > Policies.

3. Expand the node for the organization where you want to create the policy. If the system does not
include multi-tenancy, expand the root node.

4. Right—click the Dynamic vNIC Connection Policies node and choose Create Dynamic vNIC
Connection Policy.

5. In the Create Dynamic vNIC Connection Policy dialog box, complete these fields:

¢ The name of the policy This name can be between 1 and 16 alphanumeric characters. You
cannot use spaces or any special characters, and you cannot change this name after the obj
has been saved.

¢ Description field A description of the policy. Cisco recommends that you include
information about where and when the policy should be used.

¢+ Number of Dynamic vNICs field The number of dynamic vNICs that this policy affects.
The actual number of dynamic vNICs that can be used for VN-IInk in HW is less since you
have to account for static vNICs and vVHBAS. Typically you need to apply the formula 15 x
No of uplinks — 6. Hence it would be 54 for four uplinks, 24 for two uplinks.



¢ Adapter Policy drop—down list The adapter profile associated with this policy. The profile
must already exist to be included in the drop—down list.
¢ Protection field This field is always set to protected because failover mode is always
enabled for virtual NICs.
6. Click OK.
7.1f Cisco UCS Manager GUI displays a confirmation dialog box, click Yes.

Service Profile configured with Dynamic vNICs.

e Service Profile pts-01

==l vHBAs

- @-=illl vHBA fcD

=l vHBA fct

==l vMICs
=] ¥NIC dynamic-prot-001
=il +MIC dynamic-prot-002
“ =] ¥NIC dynamic-prot-003
Sl ¥NIC dynamic-prot-004
=l ¥NIC dynamic-prot-005
=] ¥NIC dynamic-prot-006
“o=dfl] ¥NIC dynamic-prot-007
Sl ¥NIC dynamic-prot-008
=l ¥NIC dynamic-prot-009
=] ¥NIC dynamic-prot-010
“oodfl] ¥NIC dynamic-prot-011
“o=dfl] ¥NIC dynamic-prot-012
==l ¥MIC etho

~i{ll Network Public_MNew
=t =il ¥NIC ethi
~i{ll Network Public_MNew

This document uses these configurations:

Dynamic vNICs defined in Service Profile



>> wp Servers » TS Service Prafiles » % roct * TS Service Profie pts-01

| General storage [NEBRGIK goo: order | il achins | polces | Server Detals | Fsm | Fauks | events [EE

=-=ifl] ¥NIC etho 00:25:B5: CA:FE:SE

any
* ~{fl] Netwaork Publiic_New
=l ¥NIC dynamic-prot-001 derived 4 2 A-B any 1
[ =il ¥NIC etht 00:25:B5: CA:FE:2E 4 3 B any 1
= Network Publc_New
- ={fll YNIC dynamic-peot-002 derived 5 4 B-A any 1
=l vNIC dynamic-peot-003 derived 6 5 A-B any 1
- ={fll VNIC dynamic-peot-004 derived 7 6 B-A any 1
=il YNIC dynamic-pror-005 derived ] 7 AB vy 1
- ={fll VNIC dynamic-peot-006 derived 9 8 B-A any 1
=il VNIC dynamic-peor-007 derived 10 ] AB anvy 1
- =il VNIC dynamic-peot-008 derived 1 10 B-A any 1
=l YNIC dynamic-pror-003 derived 12 1 AB any 1
- ={fll VNIC dynamic-peoz-010 derived 13 12 B-A any 1
=l VNIC dynamic-peot-011 derived 14 13 AB any 1
- =il VNIC dynamic-peot-012 derived 15 14 B-A any 1

QOS Policy Definition

>> SJUN > (LA Goud * i QS System Class

The Network Control and QOS policy has been configured accordingly. This comes into play later when you
use iPerf from the VMs to show egress rate limiting.

= & Qos Policies
i &5 QOs Policy service-console
- E5 QOS Policy vm-network
- &5 QOS Policy vmkernel
------ & QOS Policy web




Network Control Policy is used in this example:

>> S]Lan > B Policies * &, root * & Network Control Policies * &5 CDP_Link_Loss

QOS Policy is used in the example:

>> =]Lan > & Policies » &, root * 5 QoS Policies * £} QOS Policy service-console
Events | FSM

best-effort

100000 _
o &

>> S Lan > B policies * g, root & QoS Policies * &5 QOS Policy vm-network
Events | FSM




>> S Lan > B policies * &, root * & QoS Policies * &) QOS Policy vmkernel
Events | FSM

N T—

Freecra |

>> S| Lan > & Policies » &, root * 5 QoS Policies * &5 QOS Policy web
Events | FSM

best-effort

T

Boot Policy is used for this example. The VMFS shared volume is configured on the SAN, but the systems &
local disk boot systems.

4 =i & Frer| @ Expot | G Pt

Hans I Grdar | HICA | Troe | L | LA
~ (@) CORCH 1 A

I Locs s

Click the VM tab.

Export a vCenter Extension File from Cisco UCS Manager

You can either generate one extension file or a set of nine extension files, which depends on the version of
VMware vCenter. Complete these steps:

1. In the Navigation pane, click the VM tab.
2.0n the VM tab, expand the All node.

3.0n the VM tab, click VMWare.

4.n the Work pane, click the General tab.
5.1n the Actions area, click one of these links:

¢ Export vCenter Extension For vCenter version 4.0 update 1 and later.
¢ Export Multiple vCenter Extensions For vCenter version 4.0.



Export Extension Key

>> Al (5] WMware

Centers | Centicates | Deltion Tasks | Fauks | everts | L

6. In the Export vCenter Extension dialog box, complete these steps::
Cisco UCS Manager generates the extension file(s) and saves them to the specified location.

a.In the Save Location field, enter the path to the directory where you want to save the
extension file or files. If you do not know the path, click the ... button and browse to the
location.

b. Click OK.

>> Al > (5] vMware

vCenters | Centficates | Deleton Tasks | Faus | Events ||

Export vCenter Extension




=~ Pick Save Directory ]

Save in: Wl Deskiop v ; =
1M Computer
;}? € Network
m 4 Libraries
A Administrator
! , Nexus1000v.4.0.4.5V1.3a

R
th‘ File name: IC:1Users'i,Administrat0f'lOesktop Select

Files of type: Al Files v Cancel I

What to Do Next

O Register the vCenter extension file or files in VMware vCenter.
O Registering a vCenter Extension File in VMware vCenter

In VMware vCenter, the vCenter extension files are called plug-ins.

Export the vCenter extension file(s) from Cisco UCS Manager. Ensure that the exported vCenter extension
files are saved to a location that can be reached by VMware vCenter.

Complete these steps:
1. In VMware vCenter, choose Plug-ins > Manage Plug-ins.
The vCenter extension file registers as an available VMware vCenter plug—in. You do not need to

install the plug—in; leave it in the available state. If you are registering multiple vCenter extension
files, repeat this procedure until all files are registered.

—
File Edit VYiew Inventory Administration |Plug-ins |Help

B ¢y Home b &F Inventor Lfil_anage Plug-ins...
B &5 & ¥

2. Right—click any empty space below the Available Plug-ins section of the Plug—in Manager dialog
box and click New Plug-in.




(2 Plug-in Manager

Plug-in Name | vendor | Version | Status | Description

Installed Plug-ins

.3 vCenter Storage Monoring VMware Inc. 4.1 Enabled Storage Monitoring and
Reporting

.5 vCenter Hardware Status VYMware, Inc, 4.1 Enabled Displays the hardware status of
hosts (CIM monioring)

& vCenter Service Status YMware, Inc, 4.1 Enabled Displays the health status of
vCenter services

.3 Licensing Reporting Manager YMware, Inc, 4.1 Enabled Displays license history usage

Available Plug-ins

.3 Cisco-UCSM-99d03872-5a2d-1...  Cisco Systems, I... 1.0.0 Download and ...  Cisco-UCSM-99d03872-5a2d-11df
-8sf

MNew Plug-n...
Help

Import Extension Key previously saved from the desktop.
3. Click Browse and navigate to the location where the vCenter extension file(s) are saved.

View: | Reconeendstons Fauts| Hetory|

Cluster properties Current vCenter Sever:  [WINAHKLORIOSPG =
[Verrs Ve Provide an ingut phog-n ol file which reseds to be registared with vCanter Server,

Instalied Plug-ins Fle na: |

& vCenter Storage MorRoring VMaare Inc. 4
Wiew Yl: (road-only)

Vo o |

hEATA M Dustep = v 580 [ SexchDesitoo (5]

Organce v New folder =Z vl ®

& Favorkes = Lbraries Advinstrator
B Dedhiop L Systemn Folder & Systen Foider
& Dowrlods i

wu Recent Flaces ' Compser = Network
¢ System Felder Syston Felder
~4 Lbraries
+ Docuwents Nexus 1000V .4.0.4.5V1.38
& Music Fio folder
e Pctures
B vdess

1 Computar
& Locd ok (C:)
1 S sl (W172.20.60.68

% Network
& tdent

File mame: Imco_mms_mm_tdtns-oﬂ j I)Wl Files Cami) ;]

IT' Cancel ]

4. Choose a vCenter extension file and click Open.

5. Click Register Plug-in.

6. If the Security Warning dialog box appears, click Ignore.
7.Click OK.



(%) Register Plug-in E3

Current vCenter Server: Ium‘l-H-ﬂ-‘.LEF 108PG 3

Provide an input plug-in xml fle which needs to be registered with vCenker Server.
Fie name: IC:IUsers\f-tdm'n'stvatorl.Dcsktoo\cisco_neuus_lOCOV_extcra'm.xni

View £ml: (read-only)

<extensionData>
- zobj xmins="urn:vim25" versionid="uber" xsi:type="Extension’
«mins:xsi="http://veww.w3.0rg/2001/XMLSchema-instance'>
<description>
<label />
<summary />
</descnption>
<key>Cisco-UCSM-99d03872-5a2d-11df-85f</kay>

<version>1.0.0</version=

<subjectName>/C=US/ST=CA/O=Cisco/OU=NexusCertificate/CN=Cisco_Nexus_1000V_

<server>
<url />
<description>
<label />
<summary /=
</description>
<company>Cisco Systems Inc.</company>
<type>DVS</type=
<adminEmail />
</server>
- «client>
<url />
- <description:

Register Mug-in Cancel

Now configure vCenter communication with UCSM.

Define a VMware vCenter Distributed Virtual Switch

This procedure directly follows the steps in Page 1: Establishing the Connection to vCenter Server. It
describes how to define the components of a distributed virtual switch in VMware vCenter through the

Configure VMware Integration wizard.

1.In the vCenter Server area, complete these fields in order to define the connection to VMware
vCenter:

¢ Name Field vCenter Server Name field. The user—defined name for the vCenter server. This
name can be between 1 and 16 alphanumeric characters. You cannot use spaces or any spe
characters, and you cannot change this name after the object has been saved.

¢ Description field The description of the vCenter server.

¢ vCenter Server Hostname or IP Address field The hostname or IP address of the vCenter

server.
Note: If you use a hostname rather than an IP address, you must configure a DNS server in Cisco

UCS Manager.



Once this relevant information is provided, click Next for the UCSM to try to establish
communication to vCenter. A good indication that communication is successful is to see the Key
being generated.

Also check the FSM for a configSuccess and nop state.



>> Al » [ vMware » @ vCenter UCSM_PTS

[ General [ Folders [ Datacenters [ Faults [ Events —

2.In the Datacenter area, complete these fields in order to create the datacenter in VMware vCenter:

¢+ Name Field vCenter Datacenter Name. The name of the vCenter Datacenter. This name ca
be between 1 and 16 alphanumeric characters. You cannot use spaces or any special
characters, and you cannot change this name after the object has been saved.
¢ Description field The user-defined description of the Datacenter.
Note: In this document, a Datacenter is not created from UCSM, but you start by creating Folders.
3.In the DVS Folder area, complete these fields in order to create a folder to contain the distributed
virtual switch in VMware vCenter:

+ Name Field Folder Name field. The name of the folder that contains the distributed virtual
switch (DVS). This name can be between 1 and 16 alphanumeric characters. You cannot use
spaces or any special characters, and you cannot change this name after the object has bee
saved.

¢ Description field The user—defined description of the folder.



4.In the DVS area, complete these fields in order to create the distributed virtual switch in VMware
vCenter:

+ Name Field DVS Name field. The name of the DVS. This name can be between 1 and 16
alphanumeric characters. You cannot use spaces or any special characters, and you cannot
change this name after the object has been saved.

Description field The user—defined description of the DVS. DVS field

¢ Admin state This can be:

<>

* disable
* enable

If you disable the DVS, Cisco UCS Manager does not push any configuration changes relate
to the DVS to VMware vCenter.



>> Al * {3 WMeare * @ vCenter UCSM_PTS * Sl Doracenter pts * Folder pts_folder Folder pts_folder
Gonaral | ovs | Everss

Actions Properties
Name: pts_folder
T3 Delete Dezcrption: |
- Createoys K
Create DVS

Name: luu,dv«s_ph
D
Descripion: |

(o] _cous |

Port Profiles

Port profiles contain the properties and settings used to configure virtual interfaces in Cisco UCS for
VN-Link in hardware. The port profiles are created and administered in Cisco UCS Manager.

Note: There is no clear visibility into the properties of a port profile from VMware vCenter.

In VMware vCenter, a port profile is represented as a port group. Cisco UCS Manager pushes the port profil
names to vCenter, which displays the names as port groups. None of the specific networking properties or
settings in the port profile are visible in VMware vCenter.

After a port profile is created, assigned to, and actively used by one or more DVSes, any changes made to t
networking properties of the port profile in Cisco UCS Manager are immediately applied to those DVSes.
You must configure at least one port profile client for a port profile, if you want Cisco UCS Manager to push
the port profile to VMware vCenter.

Port Profile Clients

The port profile client determines the DVSes to which a port profile is applied. By default, the port profile
client specifies that the associated port profile applies to all DVSes in the vCenter. But, you can configure th
client to apply the port profile to all DVSes in a specific datacenter or datacenter folder, or only to one DVS.

Complete these steps in order to create a Port Profile:

1.In the Navigation pane, click the VM tab.

2.0n the VM tab, choose All > VMWare.

3. Right—click the Port Profiles node and choose Create Port Profile.
4.1n the Create Port Profile dialog box, complete these fields:



Equipment | Servers | Lan | san  ¥M | admin |

Filter: VM Systems v

&+ =
=3 Al
E @] VMware

SE= |rort Profiigs

=] Port Pr Show Navigator
=] Port Pr Create Port Profile

E EI Port Pr
~.=] Port Pr Copy Ctrl+C
@ vCenter UC copy L Chrl+L

= @ Datace
&-Eal Fol Delete Ctrl+D

+ Name field The user—defined name for the port profile.This name can be between 1 and 16
alphanumeric characters. You cannot use spaces or any special characters, and you cannot
change this name after the object has been saved.

¢ Description field The user—defined description of the Port Profile.

¢ QoS Policy drop—down list The quality of service policy associated with this port profile.

¢ Network Control Policy drop—down list The network control policy associated with this port
profile.

¢ Max Ports field The maximum number of ports that can be associated with this port profile.
The default is 64 ports. The maximum number of ports that can be associated with a single
distributed virtual switch (DVS) is 4096. If the DVS has only one associated port profile, that
port profile can be configured with up to 4096 ports. However, if the DVS has more than one
associated port profile, the total number of ports associated with all of those port profiles
combined cannot exceed 4096.

¢ Pin Group drop—down list The pin group associated with this port profile.

5.1In the VLANS area, complete these fields:

¢ Select column Check the check box in this column for each VLAN you want to use.
+ Name column The name of the VLAN
+ Native VLAN column To designate one of the VLANSs as the native VLAN, click the radio
button in this column.
6. Click Finish.



- Create Port Profile

<not set> v
[m] auk C
r Private C
[ Public C
M Public_New @
=

Do the previous steps for each Port Profile.



[
- Create Port Profile

vym-network
1

vm-network -
COP_Link_Loss =
64

<not set> v
[m] ault (o]
[~ |private c
[~ |pubic c
v |publc_New G
=l

Do the previous steps for each Port Profile.



[
- Create Port Profile

8
J

vimkernel

=

COP_Link Loss v

<ot set> =
r auk C
M private @
r jpublic C
[T |pubic_New C

|

Do the previous steps for each Port Profile.



- Create Port Profile o

web -

-

<nok sek> =
- auk (o]
[~ Private c
M Pusbic @
[T |pubic_New c

=

You see Port Profiles similar to these screen shots once you are done.

Equipment | Servers | LAN | S&N

& =
EERT
= @ YMware

E a Port Profiles
=] Port Profile service-console
=] Port Profile vm-network
Port Profile vmkernel

Port Profile web

=] Port Prefie service-console

1~ =] Purt Prefie vnnetwerk.

=] Port Profie vmkemel

- =] Port Profie web web

You can now go through and apply Port Profiles to the Port Profile Clients.



Equipment [ Servers [ LAN [ SAN i Admin

VM Systems ¥

= |
B4 Al
=[5 YMware
=1-=] Port Profiles
..... a .
----- =] Port Profile vm-n Show Navigator
Port Profile vmke: Create Profile Client
Port Profile web
=@ vCenter UCSM_PTS Modify VLANs
E}. Datacenter pts Copy ctri+C
[=-{ Folder pts_fo
=P DYS ucs_ Copy XML Chrl+L
=l Profih pelete Ctrl+D
-. Proﬁlb RTINS S SN

You can now go through and apply Port Profiles to the Port Profile Clients.

Create Profile Client

Create Profile Client

You can now go through and apply Port Profiles to the Port Profile Clients.

Create Profile Client

Create Profile Client 7




You can now go through and apply Port Profiles to the Port Profile Clients.

Create Profile Client

Create Profile Client

Create Profile Chent

Create Profile Client

Equipment | Servers | LAN | SAN Admin
Br: WM Systems v
& =
EI"«ﬁ All
=[5 YMware

=1-=] Port Profiles

----- =] Port Profile service-console

Port Profile vm-network

Port Profile vmkernel

Port Profile web

@ vCenter UCSM_PTS

E}. Datacenter pts

Eli Folder pts_Ffolder
E}-~ DVS ucs_dvs_pts

Profile service-console

“=i{l] Profile vm-network

.48 Folders



You can now confirm all the port profiles are created successfully on the vCenter. Click Hosts and Clusters
and from the drop—down menu, choose Networking.

"
File Edit Yiew Inventory Administration Plug-ins Help
a E—j d Home D &F] Inventory (b E‘ﬂ Hosts and Clusters |
El- ﬁﬁ" & aﬁ}- & Search Ctrl+Shift+F
5 Hosts and Clusters ~ Ctrl+Shift+H :
= @ WIN-H4KLORIOSPG )
= Eﬂ pts % YMs and Templates  Ctrl+Shift+Y
=] [jfb pts-drs Q Datastores Crrl+Shift+D |
@ pts-01 @  Networking Ctrl+Shift+N |
[{ pts-02 =

All the port profiles created from the UCSM VM tab are now reflected in the respective folder in vCenter.

File Edit Yiew Inventory Administration Plug-ins Help

E3 EJ |&) tHome b g Inventory b @ Networking

a B &
B [ WIN-H4KLORIOIPG PR
= [ pts
= @ pts_Ffolder !m
B e

ucs

B uplink-pg-ucs_dvs_pts
deleted-pg-ucs_dvs_pts
service-console
vmkernel

vm-network

web

9 vMNetwork

D
2
B
£
o

At this stage you can now install the respective VEMs on the ESX hosts. Download the Nexus1K software
package from Cisco Software Download (registered customers only) .

Unzip the file downloaded from CCO, and when unzipped the folder would contain these directories and file:

B Nexus1000v.4.04.5¥1.3a

P ) |1 - Nensi1000r40.45V1.30 ~ Mens 000 4.0.4.5V1.38 - v 82 [ Sourchnrasi000v.4.0.4.971.20 (2
Orgwte v Incdshiteary v Shaowth v New falder = v 18
B Oesbeon 2l wome - | Gt modfied | 1ype | sce | |
& Donriceds D 9 oo
A iciceonces vem 3172010 %:17 AN e fokder
im W00 237 AN Fle lolder
i Ubraes AP ANMDI0X17 AN Pl foder
+ Dotuments 18405 _License_Copynight_Decument pef 010 :I7AM  POFFle 278
o' Mic REACHE G007 AN Text Docusment ]
e Pctures
B vooos
W Covputor
& wecalonk(c)
¥ s (VI172.21.60.66)(Z:)
€8t
N pgcent
=
} S items

Make sure to read the README.TXT to match the version of VEM to use with respects to the ESX/ESXi
version and build number being used.



As an example, the version of the ESX build being used in this document is :

2 @
B & WIN-HHKLIRIOSPE pts-01 ¥Mware ESX, 4.1.0, 260247
. J_E]-l [%tjs pts-drs | Getting Started). IENIE o
% ﬁ:zg; General

So based on this previous build information, you see the respective version of VEM to use from the
README.TXT file. For example:

11. wMware ESX410 (build 260247) and ESxi410 (build 260247) (4.1 GA) :
VEM410-201007311. z1p mdS cld4 542b34a90204b6968cd88d08f93b§
cross_cisco-vem-v121-4.0.4.1.3.1.0-2.0.3.vib (mdS fShef9e668%bab29b2a75760b7199f5¢3

Use some file transfer mechanism in order to get the respective .vib file to the ESX hosts and use this
command in order to install the VEM.

root@pts—01 tmp]# esxupdate —b cross_cisco-vem-v121-4.0.4.1.3.1.0-2.0.3.vib update
Unpacking cross_cisco-vem-v121-esx_4.0.4.1.3.1.0-2.0.3

L A L L [100%0]
Installing cisco-vem-v121-esx

L A L L [100%0)
Running [/usr/sbin/vmkmod-install.sh]...

ok.

Check status of the VEM to confirm the modules loaded successfully.
[root@pts—01 tmp]# vmkload_mod —I | grep vem
vem-v121-svs—mux 2 32

vem-v121-pts 0 92

root@pts—02 tmp]# esxupdate —b cross_cisco-vem-v121-4.0.4.1.3.1.0-2.0.3.vib update
Unpacking cross_cisco-vem-v121-esx_4.0.4.1.3.1.0-2.0.3

S A L G L [10090]
Installing cisco-vem-v121-esx

S L S [10090]
Running [/usr/sbinf/vmkmod-install.sh]...

ok.

Check status of the VEM to confirm the modules loaded successfully.
[root@pts—02 tmp]# vmkload_mod —I | grep vem
vem-v121-svs—mux 2 32

vem-v121-pts 0 92

You can now advance to the next step to add the hosts to the DVS.
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Add a Host to a vNetwork Distributed Switch

Use the Add Host to vNetwork Distributed Switch wizard in order to associate a host with a vNetwork
Distributed Switch. You can also add hosts to a vNetwork Distributed Switch with the use of Host
Profiles.Complete these steps:

Note: Enterprise plus license is a requirement for DVS.

1.In the vSphere Client, display the Networking inventory view and choose vNetwork Distributed
Switch.

2. From the Inventory menu, choose Distributed Virtual Switch > Add Host. The Add Host to
vNetwork Distributed Switch wizard appears.

3. Choose the host to add.

4. Under the selected host, choose the physical adapters to add, and click Next.You can choose both fi
and in use physical adapters. If you choose an adapter that is currently in use by a host, choose
whether to move the associated virtual adapters to the vNetwork Distributed Switch.

Note: If you move a physical adapter to a vNetwork Distributed Switch without moving any

associated virtual adapters, this causes those virtual adapters to lose network connectivity.
5. Click Finish.

Verify

Once the VMs are added into VC and the correct Port Groups are mapped respectively, you see these from
both the UCS Manager/VM tab and VC interfaces.
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Testing QOS/Rate Limiting
Test Case 1 — Qos Policy web - rate limited at 10Mbits/sec

On the QOS policy "web" rate limiting has been configured so the port group "web" is throttled at
10Mbits/sec.

>> E‘ LAN * 525 Policies “;‘_ root * & QoS Policies * ) QOS Policy web =) QOS Palicy web
General | Events | Fsm
Actions Properties
] Delete Name: web
- Egress
_Note: Rate limiting has been set for
Priceity: best-effort v L~ the QOS Policy Web for 10Mbits/sec.
™
Burst{Bytes): |10240 i
e
!Ratetkbps): [10000 f
Host Cockrol: (¢ Nome ¢ Full

Hosts running iPerf

R BES oo 8@ O

gubuntullx-... ¥ pdamien@ubuntulOx-... ¢ pdamien@uburtulox-.,

.152 port 5861

dwidih
.2 Mbits/sec

Test Case 2 — Qos Policy web - rate limited at 1200Mbits/sec

On the QOS policy "web" rate limiting has been configured so the port group "web" is throttled at
100Mbits/sec.

22 SHian e Fndom o A w6 w5 ko + 5 Q05 ey el 5 05 P ey od
Gowed | Fowts | Font
Actions Properties
| dakte Hare: web
Eyrens
Foior typ ood it -
SurdfBeleds 020
sty:m:[r ]
Host Comkeol [ he O R

Hosts running iPerf
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Test Case 3 — Qos Policy web - rate limited at 2000Mbits/sec

On the QOS policy "web" rate limiting has been configured so the port group "web" is throttled at
1000Mbits/sec.

| —

»>» = Lan » & Policies ;a:éi root * 5 QoS Policies * &5 QOS Policy web

General | Events | FsM |

Actions Properties
3] Delete MName: web
Egress
Priority: best-effort v

Burst{Bytes): |10240
Rate(Kbps): |1000000 I

Host Control: | ¢ Nome  Full

Hosts running iPerf

pdanienfubuntulldx-1:~¢ ipert -s

£.133 port 48128

S Ee|lrRmuy n By O
pdamien@uburtullx-... ¥ pdamien@ubuntulox-... & pdamien@ubuntulox-.. 8 pdamie

pdasienpubuntulEx-2:-% iperf - 168.21.68.152

68.152, TCP port 5801

pdamicndubuntuléx 2:-5

Test Case 4 — Qos Policy web - rate limited at 270000Mbits/sec

On the QOS policy "web" rate limiting has been configured so the port group "web" is throttled at
10000Mbits/sec.
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Troubleshoot

There is currently no specific troubleshooting information available for this configuration.
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