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Complexity is 
outpacing human 
capabilities

• Adoption and integration of digital 
technologies changes how services 
are delivered to end customers. 

• Traditional siloed operations support 
system (OSS) stacks: 

• Constrain operations and

• Can’t deliver an optimal customer 
experience 

• AIOps dramatically changes the 
service operations effectiveness:

• Extracting actionable insights

• Automating tasks and processes

• Reducing MTTR 
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Business challenges

• Delivering customer experience expectations and committed
service levels

• Managing mass-scale infrastructure complexity
• Interdependent technology layers, domains, and applications with more 

virtualization and microservices

• Explosive data volumes and disparate data formants

• Detecting and resolving service events before business or customer 
experience impact

• Traditional fault and performance management systems rely upon 
siloed monitoring tools 
• Interrelated issues across systems result in multiple tickets being opened and 

separate teams taking actions, wasting time and resource

• Finding true cause is slow and labor intensive
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Service disruption and degradation

• Impacts revenue and customer loyalty 

• Increases the volume of support contacts and technician visits, which necessitates staff augmentation

The success of IT 
operations is measured 
in how proactively and 
quickly service issues 

are resolved. 
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What if you could?

• Accelerate the detection and resolution of service issues within and 
across service domains?

• Reduce noise and detect service anomalies earlier?

• Automatically distinguish between symptoms and root cause and identify 
the customer populations and infrastructure impacted?

• Prioritize based on business and service impact? 

• Automate service assurance through a model-driven approach? 

• Do all this with integration to your existing monitoring tools and backend 
management systems?
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Addressing AIOps Complexity

Perception VIA AIOps Reality

AIOps deployments 
take too long to add 

value.

Tier 1 NA ISP:  60-day bake-off, immediate production 
in AWS, >90% detect and act prior to customer 
experience impact
Tier 1 NA MSO:  90-day pilot, 8 weeks for 2 regions, 
nationwide in 6-months, measured reduction in customer 
impact

Data ingest is rigid in 
AIOps applications

VIA’s flexible ontology model allows for ingestion and 
enrichment across a wide variety of data sources, types 

and schemas
(time-series counters, gauges, events, faults, alerts, 

topology)

VIA AIOps is a non-disruptive deployment with northbound 
interfaces that integrate with existing workflows to make 

current tools smarter and faster

AIOps is just another 
screen or queue to 

manage
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Today: Assurance is siloed

Interconnected 
service-delivery 

ecosystem

Siloed 
monitoring 

tools

High volume of 
alerts, alarms

Eyes-on-
glass triage

Multiple tickets, 
same root 

cause

Team 
assembled

for RCA

Root cause 
determined; 

fix-agent 
engaged

Change
Mgmt

Customer
Support

Application

Network

Compute/
Store

False Positive

False Positive

Root Cause
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Vitria’s VIA AIOps
Delivers end-to-end service assurance

• Ingests asynchronous and time series 
events from the infrastructure, 
application, and network

• Signals from the source or monitoring 
tools are correlated and analyzed to 
determine root cause

• Actions are prescribed with definition 
of the services and customers that are 
impacted

Accelerates the time to detect and resolve service-impacting
events across service domains

The right fix team

Logs, Metrics, Traces and Events

Automation

Customer Notification

Application

Network

Compute/
Store
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• Aggregates and correlates resource and service 
assurance events and logs 

• Optimizes fault, performance, and change 
management processes across customer, 
product, service and resource domains

• Leverages artificial intelligence, machine 
learning, and advanced analytics to identify 
faults, performance, and customer experience 
issues faster 

• Identifies probable root cause and the impacted 
population for remediation

• Integrates with existing backend systems and 
enables process automation

VIA AIOps:
cross-domain product 
performance 
management

Analyze

ActObserve

Act
Identify likely cause, Trigger automated actions, 
Alert responsible parties

Analyze
Detect anomalies in metrics streams, Correlate 
anomalies and alerts, Evaluate and prioritize

Observe
Ingest, Enrich and structure massive 
real-time data feeds
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Vitria Overview
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A leading network operator used VIA to reduce 
service-impacting incidents

Problem

Operator averaged more than 450 incidents/
month on a single service, each manually worked

Solution

Learn baselines and dependencies to automate 
detection and reduce false positives

Results

Reduced incidents to less than 5 per day, improved 
availability by 60%, reduced person-hours by 50%

Leading network operator

VIA reduced incidents by 65%

Hundreds of operations staff
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A video service provider improves their customers’ 
digital experience with VIA

Problem

Over 140,000 failed application access attempts
per day caused customer dissatisfaction

Solution

Correlate app failures to network elements: root cause, 
auto-triage, proper incident assignment

Results

Removed 11M failures per year and ~250k customer 
support calls per year (equivalent to 20 full-time staff 
and $2.3M/year)

Video service provider

VIA reduced failure rate by 28%

Over 30M subscribers
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North American cable operator used VIA AIOps to 
reduce technician visits

Problem

DevOps, CI/CD, and constant network upgrades caused 
unplanned and undetected outages

Solution

Auto-detect events, discover dependencies, and 
correlate to experience KPIs

Results

Change-related service impact is immediately detected, 
and truck rolls are avoided

Top-tier cable operator

VIA Identified 200k+ Tech visits (at a cost of $16M)

Millions of technician visits



Demo
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Incident pipeline: From noise to action

Metric Time Series
Event de-dup

Correlation 
Groups

Enriched Incidents

Detection and correlation
(Noise Reduction)

Incident to action

Observe Analyze Act

Collect 
and ingest

Ingest and 
Aggregate 

Metrics/Events

Metric definition

Preparation 
of metrics and 

dimensions 
for detection

Signal detection

Detect Signals 
in Metric 

Time Series

Correlate and 
evaluate

Group Signals 
w Affinity and 
Score Groups

Incident 
declaration and 

causation

Evaluate 
severity and 

impact

Incident
causation

Root 
cause/root 

issue analysis

Incident 
prescription

Likely fix; Likely 
fix agent; Next 

best action

Action

Perform 
remedial or 
notification 

action

Resolution
Mgmt

Closed loop 
assurance; 

Incident 
feedback

Raw events and measures Signals and severities Incidents Actions
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VIA integration ecosystem 

Application
performance

Faults
and telemetry

Network
performance

Notification

Incident
management

Automation
and orchestration

Customer experience

Change management

Any Source

SNMP

Microsoft Teams

RabbitMQ

Amazon
Kinesis

Apache Kafka

Apache Avro

PULSAR

WebSocket

Riverbed Broadcom Viavi

Tivoli Netcool NETSCOUT SevOne

Splunk

New Relic

SignalFx

Instana

Dynatrace

Datadog

SolarWinds Moogsoft

Zenoss Nagios

Uila Zabbix

Resolve Microfocus

VMware

PagerDuty

ServiceNow

BMC Remedy

xMatters

Cherwell

Zendesk ServiceNow BMC Remedy

Apache Kafka

Slack

VIA
AIOps

Network 
Services 

Orchestrator

AppDynamics

ThousandEyes
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VIA Signal Onboarding
Enables data to be immediately available in the UI

Ingest 
Methods

Collectors

Connectors

VIA SO GUI

VIA low-code 
toolkit
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Data value pipeline
VIA

AIOps

Asynchronous 
events

Time series events

Enrich events with 
real-world data

Metrification/
deduplication

Group signals into 
correlation groups

Detect signals 
from metric 

streams

Generate incidents 
from high severity 
correlation groups

State and 
Anomaly 
detection

VIA AIOps Advantage
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Simple thresholds are sometimes too simple

Threshold
Time when anomalous behavior 

reported using intraday baselining
Time when anomalous behavior 

reported using thresholds

All metrics are NOT created equally. Seasonality, random occurrences and change 
management are just some of the reason why simple thresholds do not work in all cases.

Intraday baselining developed based on data feeds over several weeks Data feeds with anomalous behaviour
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Each metric has unique behavior

VIA employs stochastic anomaly detection as different metrics exhibit different behaviors over time. This reduces both false positives and false negatives.

Multiple peaks and “under the radar”
Detected as a single incident

“Under the radar”
Threatening state change detected

Multiple peaks and “under the radar”
True positive-detected

Transient dropouts
Detected as single incident

Transient anomaly
False positive-no incident

Slow Riser
Early detection

Score 
Limit
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Determine the baseline

Seasonal, dynamic baseline Constant (or 0) baseline
Asynchronous event 

stream (faults, alarms)

VIA analyzes each event and 
metric stream to determine 

the proper baseline type 
(e.g., seasonal, constant)

VIA then sets the most efficient 
baseline to reduce false positive 
while avoiding false negatives 

(missed opportunities)

Faults and alarms are treated
as both asynchronous events as 
well as metrified for time-series 

based analysis
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Efficiently detect signals

Anomaly detection 
w/Dynamic baseline >

Threshold-based
Detection >

Faults and alarms >

Metrics with seasonal baselines 
leverage score-based algorithms 
across moving windows of time

Metrics with non-seasonal 
baselines use simple thresholds

to detect signals

Faults and alarms are treated as 
signal by definition and are then 

correlated with metric time-series 
for further context
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Ontology and service dependencies

• Ontology is used in affinity analysis to support the grouping of signals across components and service layers.

• Ontology is information on the logical, topical and physical characteristics across and between devices, infrastructure, customers,
and all other system components and entities

• Provides deeper and richer data to accelerate analysis and diagnosis across the system and subsystems

• VIA’s AI/ML can automatically discover the system ontology

Device Metrics 
(e.g., dropped call)

MetricName Firmware

IMEI SubscriberID

Subscriber

Metrics Entities Events Dims

EntitySet

Informally, the “EntitySet” 
relationship relates Metrics and 

Events to impacted Entities.

Firmware

Device

IMEI SubscriberID

Care

TicketID

EntitySet EntitySet
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• Once detected, Signals are then organized into 
Correlation Groups

• These Groups are based on both temporal 
overlap and affinity scores

• The top cluster of incidents are grouped together 
because they have both high affinity and temporal 
overlap

Change in 
behavior

Incident
declared

Look-back

Dynamic look-back windows based on 
behavioral changes properly identify 
and correlate early triggering events.
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Probable cause

A component that exhibits both high severity and high eccentricity, i.e., is the most disproportionately affected by the fault or performance issue as 
compared to its peers, has the highest entropy. Components with high entropy have very high diagnostic value in determining root cause.

Severity is a measure of degree 
that a system component 
or element is detrimentally 

affected by an incident.

Eccentricity is a measure of 
“disproportional impact” by an 
incident and is determined by 

comparing the affect of an 
incident on a given component 

as compared to its peer components.

Entropy, informally, is a measure 
of disorder in a system (or component), 
with a perfectly running system having 

near 0 entropy and a completely 
dysfunctional system (or component) 

having high entropy.

Several algorithms are used in Probable Cause Analysis. VIA uses a 
ranking score based on the combination of Severity, Eccentricity, and Entropy.
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Automation drive value
From collaboration to closed-loop assurance

Use Case Description Value

Collaboration
M2H notification to email or collaboration tool (e.g., 
Webex Teams, Slack)

Fully contextualized Incident details are 
shared w/ triage team

Intelligent Routing
M2H contextually-aware ticket creation (direct work to 
network vs. apps team)

Reduces up to 90% of triage time 
through automated RCA

Runbook/Playbook M2M action that triggers a script or DevOps pipeline 
Restore service quicker through 
simple automations

Orchestration
M2M communication of context necessary for 
orchestrator (e.g. Cisco NSO) to take action

Leverage capabilities of SDN/NFV and 
cloud-native environments

Closed-loop 
Assurance

Prescribe action through ticket creation, monitor KPIs
to assurance normal state is resumed, close ticket

Reduce eyes-on-glass assurance
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Action creation process

Create action target

(Kafka, REST, SNMP)

Create action payload

(Incident metadata)

Create action rules

(robust policy engine)
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Reduce the incident lifecycle
VIA AIOps adds value across the entire ecosystem

Real time noise reduction
Social collaboration and

knowledge capture

Derive proactive insights

MTTI MTTK MTTVMTTF

Automate remediation

MTTI MTTVMTTK MTTF

Mean-Time-To-Identify Mean-Time-To-Know Mean-Time-To-Fix

MTTR

Mean-Time-To-Validate

18%

Fewer
customer support 
contacts annually

12%

Fewer
technician visits

25%

Reduction
in augmented staff

22%

Lower
tool license cost
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VIA AIOps end-to-end service assurance 
architecture

Full stack 
observability

AI, machine 
learning and 
advanced 
analytics

Real-time 
analytic 
pipeline

Unified data 
collection

Open core 
foundation

Across service layers 
supporting fault, 

performance, and change 
management processes

Intuitive Persona Based 
User Interface

Dynamic Ad Hoc Analysis
Model generated 

dashboards and views 
within minutes

Ontology and Topology 
System Discovery and 
Correlation Analysis

Advanced Anomaly 
Detection with 

continuous learning
of seasonality in load

and usage

Affinity Analysis Beyond 
Temporal Correlation

AI Signal Lab generates 
what if analysis in 

seconds

Ingest
Contextualize 
and Correlate

Reduce 
Noise

Notify and Act
Group Signals 
into Incidents

Root Cause 
Analysis

Cloud-Native 
Environments

Metrics, Logs, 
Events and Traces

MIB data with automatic 
capture and prep

Historical Events, 
Diagnostics, and Actions

Customer 
Support Data

Scale to billions of analyzed data points with mission critical availability Built on best-of-breed open-source tools …. HDFS, Kafka, 
Spark, Druid, …
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VIA AIOps in a Cisco environment
5G Core

Data Ingestion and 
Enrichment

Data 
Exchange

Data 
Transformation

Correlation 
and Analysis

User 
Interface

NSO

5G Core 
network

Bulkstats, EDRs

VIA Signal 
Onboarding

Csv files

Syslog

Rest APIs

SNMP

Topic1

Topic2

All messages 
published are 

in JSON 
format

Topic N
Files upload

Consumer

Data 
store

UI

Apache Kafka

Apache Spark
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VIA AIOps in a Cisco environment
Fault and performance management

OPERATOR OSS/BSS

VIA AIOps for Service Assurance
Fault and Performance Management

Management

CNF

VNF

OAM

Signalling
PS Core

Ops Centers

CN Tools

Cluster Manager

NRF NSSF

SCP BSF

AMF

MME

SGSN

SMF Gn/Gp

SGWc iPGWc

UPF

SPGW-u

K8s VMs K8s VMs

Cisco Bare Metal Platform
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The VIA AIOps 
difference

• Full-stack observability across 
compute, network, and applications

• Fault, performance, and change 
management process optimization 
tied directly to customer experience

• Faster MTTD and MTTR 

• Going beyond threshold setting

• Discovering system ontology

• Implementing affinity analysis beyond 
temporal correlation 

• Grouping signals to declare
a single incident

• Prescribed action with automation 
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For more information 
on Cisco’s Automation 
portfolio and Vitria Via 
AIOps, please visit:

cisco.com/go/crosswork
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Questions?
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